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Welcome!

The National Computer Security Center (NCSC) and the Computer Systems
Laboratory (CSL) are pleased to welcome you to the Fifteenth Annual National
Computer Security Conference. We believe that the Conference will stimulate a vital
and dynamic exchange of information and foster an understanding of emerging
technologies.

The theme for this year’s conference, “Information Systems Security: Building
Blocks to the Future,” reflects the continuing importance of the broader information
systems security issues facing us. At the heart of these issues are two items which will
receive special emphasis this week--Information Systems Security Criteria (and how it
affects us), and the actions associated with organizational accreditation. These areas
will be highlighted by emphasizing how organizations are integrating information
security solutions. You will observe how Government, Industry, and Academe are
cooperating to extend the state-of-the-art technology to information systems
security. Presentations will provide you with some thoughtful insights as well as
innovative ideas in developing your own solutions. Additionally, panel members will
address how they develop their automated information security responsibilities.

This cooperative educational program will refresh us with the perspectives of the
past, and will project directions of the future.

We firmly believe that awareness and responsibility are the foundations of all
information security programs. For our collective success, we ask that you reflect on
the ideas and information presented this week, then share this information with
your peers, your management, your administration, and yodr customers. By sharing
this information, we will develop a stronger knowledge base for tomorrow'’s

journey.
P %‘) %N.\Q
PATRICK R. ' JAMES H. BURROWS

Director \ Director
National Computer Security Center Computer Systems Laboratory
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Awards Ceremony

6:00 p.m., Thursday, October 15
Convention Center, Terrace Level

A joint awards ceremony will be held at which the National Institute of Standards
and Technology (NIST) and the National Computer Security Center (NCSC) will honor
the vendors who have successfully developed products meeting the standards of the
respective organizations.

The Computer Security Division at NIST provides validation services for vendors
to use in testing devices for conformance to security standards defined in three Federal
Information Processing Standards (FIPS): FIPS 46-1, The Data Encryption Standard
(DES); FIPS 113, Computer Data Authentication; and FIPS 171, Key Management
Using ANSI X9.17.

Conformance to FIPS 46-1 is tested using the Monte Carlo test described in NBS
Special Publication 500-20, Validating the Correctness of Hardware Implementations of
the NBS Data Encryption Standard which requires performing eight million encryptions
and four million decryptions.

Conformance to FIPS 113 and its American Standards Institute counterpart,
ANSI X9.9, Financial Institution Message Anthentication (Wholesale) is tested using an
electronic bulletin board (EBB) test as specified in NBS Special Publication 500-156,
Message Authentication Code (MAC) Validation System: Requirements and Procedures.
The test consists of a series of challenges and responses in which the vendor is requested
to either compute or verify an MAC using a specified randomly generated key.

Conformance to FIPS 171, which adopts ANSI X9.17, Financial Institution Key
Management (Wholesale), is also tested using an EBB as specified in a document
entitled NIST Key Management Validation System Point-to-Point (PTP) Requirements.

The NCSC recognizes vendors who contribute to the availability of trusted
products and thus expand the range of solutions from which customers may select to
secure their data. The products are placed on the Evaluated Products List (EPL)
following a successful evaluation against the 7rusted Computer Systems Evaluation
Criteria including its interpretations: Trusted Database Interpretation, Trusted Network
Interpretation, and Trusted Subsystem Interpretation. Vendors who have completed the
evaluation process will receive a formal certificate of completion from the Director,
NCSC marking the addition to the EPL. In addition, vendors will receive honorable
mention for being in the final stages of an evaluation as evidenced by transition into the
Formal Evaluation phase or for placing a new release of a trusted product on the EPL by
participation in the Ratings Maintenance Program. The success of the Trusted Product
Evaluation Program is made possible by the commitment of the vendor community.

We congratulate all who have earned these awards.
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ABSTRACT

With the availability of various commercial multilevel secure (MLS) database management systems (DBMSs),
performance evaluation tools will be necessary to assist users in understanding their performance characteristics.
Benchmarking is one such performance evaluation tool. A number of benchmarking tools and methodologies have
been developed for single-level databases, but these do not consider the effects of security-related factors like security
level distribution, polyinstantiation, etc., in MLS DBMSs. In this paper, we describe an MLS DBMS
benchmarking methodology that we have developed at MITRE, based on modifying the -popular Wisconsin
benchmarking methodology for single-level DBMSs. Currently the MLS DBMS methodology is limited to
examining performance in a single user context, but work is ongoing to enhance it for the multiuser environment.

L INTRODUCTION
Now that commercial multilevel secure (MLS) database management systems (DBMSs) are beginning to appear,
potential users of such systems are looking for tools to evaluate their capabilities and performance for use in
application environments. Performance, always an issue for DBMSs, becomes even more so for MLS DBMSs
because of potential overhead associated with multilevel processing and various security options. Performance
evaluation tools are needed to aid in assessing existing MLS DBMS technology and help identify areas where

improvement is needed. Only some very preliminary work has been done in characterizing the performance aspects
of MLS DBMSs {5, 7]. A good performance tool to evaluate MLS DBMSs still needs to be developed.

Two types of performance tools being used for single-level (conventional) databases are algebraic models and bench-
marks. Algebraic models are a type of analytic model that can also be used as the basis for simulations. These
models can be used to evaluate the performance of a proposed DBMS architecture before the system is actually
prototyped, whereas benchmarks are experimental evaluation tools that can be used for performance evaluation after a
system has been built. The model suggested by Mukkamala and Jajodia is an example of an algebraic model of
MLS DBMS performance. It takes into account user behavior, system behavior and database characteristics to
develop a performance model. (This model, however, focuses on a very limited aspect of performance: the effect of
decomposition of multilevel relations on performance of the SeaView architecture [2].)

With the availability of commercial MLS DBMSs, systematic benchmarking and experimental validation of perfor-
mance models is feasible. Benchmarking provides empirical measurements for comparing performance of different
systems, developing real-world performance insights, or evaluating the accuracy of analytical performance evaluation
tools. A systematic benchmark can also be used as a tool to evaluate new algorithms and query optimizers.
Although there are several benchmark methodologies available to aid in the development and analysis of conven-
tional DBMSs, they are not adequate for use with MLS systems because the effects of such security-related features
as the number of security levels of data, polyinstantiation, or auditing options are not examined.

Thus far, benchmarking of MLS DBMSs has been performed only on an ad-hoc basis; for example, see [5]. A good
benchmarking technique for MLS DBMSs is still needed to evaluate the effect on performance of security-unique
factors such as the security level distribution (i.e., the number of security levels and compartments and the
proportion of data associated with each) and user session level distribution. It is also important to determine the
sensitivity of different MLLS DBMS architectures to these and other security-related factors like polyinstantiation and
auditing. At MITRE, we are developing a benchmarking methodology which can be used to give a general measure
of the performance of various MLS DBMSs and can be further tailored to measure performance for specific
application environments.

In this paper, we present our initial results in developing a generalized benchmarking methodology for performance
analysis of MLS DBMSs in a single-user environment. The approach is to modify the Wisconsin benchmark [3],
one of the most widely accepted benchmarks for conventional DBMSs. This benchmark is of particular interest not
only because of its popularity, but also because of its use of a synthetic database. A major consideration in any

* This work has been done under MITRE core funding
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benchmark experiment is the data used for testing. Although real data gives the most accurate results when eval-
uating a system for a known database application, it is often difficult to get, especially in the case of MLS DBMSs,
which are designed for classified data. A synthetic database gives the opportunity to control security variables like
security level distribution to test the effect of access mediation on performance. A synthetic database is also easy to
tailor to mimic operational characteristics of a particular real-world database application, so that alternative products
can be considered for a specific application environment.

The remainder of this paper is organized as follows. Section 2 presents an overview of security-related performance
issues in MLS DBMSs. Section 3 describes the MLS benchmarking methodology and tools which have been
developed. Finally, section 4 summarizes our results to date and discusses continuing work, including testing the
methodology with currently available MLS DBMSs and enhancing it for the multiuser environment.

& SECURITY-RELATED PERFORMANCE FACTORS

In this section we identify security-related characteristics that may affect the performance of an MLS DBMS.
Although specific DBMS implementations will vary, some general observations can be made about the influence of
these security-related characteristics on performance of various DBMS architectures. Before discussing the security-
related performance factors, we briefly review the different basic types of architectures used in trusted DBMSs.

21 Secure DBMS Architectures
The major architectures being used for trusted DBMS products [5, 6] are the Trusted Computing Base (TCB) Subset,

Trusted Subject, and Integrity Lock architectures. They differ in whether security responsibilities are allocated to the
operating system (OS), the DBMS, or an intermediary between the user and the DBMS.

TCB Subset Architecture - 1n the TCB Subset architecture, a multilevel database is decomposed into single-level
parts which are stored in separate OS objects. As shown in Figure 1, the MLS DBMS does not enforce the security
policy, but relies on the MAC protections provided by the underlying trusted OS.

High User Low User
High DBMS Low DBMS
Process Process
Trusted Operating System
High Low
Database Database
File File

Figure 1. TCB Subset Architecture

Trusted Subject Architecture - In the Trusted Subject architecture, a security kernel in the DBMS handles both man-
datory access control (MAC) and discretionary access control (DAC). The DBMS software runs on a trusted OS, and
the multilevel database as a whole is stored in OS objects. But the DBMS associates security labels with DBMS
objects and uses these labels as the basis for MAC. Figure 2 gives an overview of the trusted subject architecture.
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Figure 2. Trusted Subject Architecture

Integrity Lock Architecture - As shown in Figure 3, the Integrity Lock architecture uses a trusted filter to control
access to data stored in an untrusted DBMS. The filter mediates all access between the users and the database. The
filter is responsible for labeling data and restricting access to the data based on the user's security level. The labels
are protected from modification while in the untrusted DBMS by a cryptographic checksum computed over the data
and the label, which is also encrypted. On insert, the trusted filter computes the checksum and stores it with the
data. On retrieval, the filter decrypts the security label and recomputes the checksum to confirm the data's associated
security level, then determines whether the user is cleared to view the data before passing it on to the user's process.

Single-level Single-level
User < L J [ ] User
Front End Front End

N/

Untrusted Front End

Trusted Filter

Trusted Operating System

:

Untrusted
Data Manager

Figure 3. Integrity Lock Architecture
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22 Sacusitc.relitad B \ffecting Perf

In this section we discuss security-related factors and their possible effects on performance. These factors include
access mediation, security level distribution, concurrency control, session level distribution, polyinstantiation,
auditing, security constraints, and the Trusted Computer System Evaluation Criteria (TCSEC) {8] evaluation class.
As in any complex system, the various factors are interrelated, and a system's overall performance reflects their inter-
action. Some tentative observations can be made about the performance implications of various security-related
issues, but actual performance testing of MLS DBMSs needs to be done before drawing final conclusions.

Access Mediation - MLS DBMSs enforce two types of access control: MAC and DAC. To enforce MAC,
many labels (e.g., file, relation, and multiple tuple labels) may need to be checked to satisfy a database access
request. The TCB overhead associated with MAC checks for database access requests has obvious potential impact
on the retrieval or update performance of an MLS DBMS, depending on its architecture. Object granularity can also
affect the overhead of associated MAC checks to varying degrees depending on the architecture used.

Performance effects of DAC may depend upon the objects of DAC enforcement (e.g., relations vs. views). At lower
TCSEC classes, DAC is not fundamentally different than the type of access control implemented in conventional
DBMSs, and its performance effects are likely to be similar. However, DAC requirements in MLS DBMSs at class
B2 and above (or future attempts to provide high assurance DAC) add to the complexity of the system and may have
an effect on performance.

Security Level Distribution - The distribution of the classification levels among the data, in combination
with the implementation architecture and the MAC object granularity, may have a significant impact on the
performance of the MLS DBMS. Some potential effects of classification level distribution on the performance of
various MLS DBMS architectures are as follows.

TCB Subset Architecture: In the TCB subset approach, the MLS DBMS relies on the MAC policy enforced by the
trusted OS. To take advantage of the OS's MAC, the DBMS places data objects in OS data objects (e.g., files) with
the same security level. When information is retrieved from the database, all files dominated by the user’s session
level may need to be accessed. If multiple security levels are being accessed, at least that many data pages must be
read. Index entries may also be partitioned into multiple sub-indexes by security level. If a user is cleared to view
all the data in the relation, then all of the sub-indexes must be examined, increasing retrieval time. [5] has suggested
that with indexes partitioned by security level performance degrades roughly in proportion to the number of security
levels. However, with few security levels or with most users operating at the lower levels, the performance impact
of this approach would be less significant.

Trusted Subject Architecture: In the trusted subject architecture, the MLS DBMS performs access mediation and
operates across different OS sensitivity levels. As a result, the database can be placed in one OS file. (Some trusted
subject architectures, however, may still partition data among single-level internal data structures {9].) Although the
trusted subject architecture may eliminate the need to separate data and indexes by security level, it increases the size
and complexity of the TCB. Implementation decisions may be made to balance the requirements for a small TCB
with performance features. Benchmarking on one prototype based on this architecture found performance impact
when the security levels of tuples were different from those of the containing relations [5].

Integrity Lock Architecture: In the integrity lock architecture, a trusted filter generates cryptographic checksums for
each tuple and its sensitivity label. Since the checksums must be recomputed for each tuple upon retrieval or update;
performance is affected by the number of tuples retumed to the trusted filter. The degree of impact depends on the
speed of the checksum algorithm. However, since the data is stored in one system-high object such as an OS file or
a backend DBMS server, all tuples that satisfy qualification criteria are returned to the trusted filter for access
mediation. Thus, the time to complete a query may be independent of the user's session level. On the other hand,
relative performance (the amount of time required per tuple returned) can vary widely based on security level
distribution within a relation, since the number of tuples that must be examined and discarded depends on the
proportion of data in the relation that is marked within the user's range.

Concurrency Control - Isolating users at low security levels from the activity of users at higher security levels
is a problem that affects the mechanisms used for concurrency control and transaction management. For example, if
locking methods are used, high users cannot be allowed to take locks that are detectable by low users. To avoid a
covert channel, if a conflict arises, high users' requests must be delayed or aborted and low users' locks honored.
Starvation is likely to occur, when low users frequently take write locks on low data and high users' read requests are
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repeatedly aborted. Starvation can cause severe performance problems for high users, if there is contention for
frequently used data. The performance of an MLS DBMS may be affected depending on the algorithm being used for
concurrency control, the workload, the distribution of data, and the locking granularity.

Session Level Distribution - In the same sense that the security level distribution of the stored data can have
an impact on performance, so can distribution of the session levels of the users accessing the data in a multiuser
environment. With multiple users, session level distribution can be expected to affect performance through
concurrency control, polyinstantiation, etc. These issues have yet to be thoroughly explored, since our initial work
pertains only to the single-user case. With a single user, the performance effects of session level would be limited to
those involving its relationship with the security level distribution of data being accessed, as noted previously.

Polyinstantiation - Polyinstantiation [2] allows a relation to contain multiple rows with the same primary key;
the multiple instances are distinguished by their different security levels. For example, if a user whose session level
is low attempts to insert a tuple with the same primary key as an existing high tuple, the low tuple is inserted
nevertheless, with potentially conflicting data. The performance for inserts, updates, and deletes could be impacted
by polyinstantiation. Retrievals might also incur additional overhead, since multiple instances of what would
otherwise be one tuple may need to be accessed. Also, databases frequently updated by users at different session
levels could grow larger, introducing performance considerations related to the size of the database. The security
level distribution, and the update workload distribution, will affect the degree to which polyinstantiation and its
attendant performance effects will occur in a particular environment.

Auditing - Auditing of security-related activities is required in MLS DBMSs. Security-relevant events include
logins, granting and revoking of access permissions to relations, etc. The level at which auditing needs to be done is
variable. The performance effects of the optional auditing features should be carefully examined, since their use may
be a significant factor in the performance of data management functions. Audit queue management is another factor.
An audit queue is a buffer for holding audit records until they are written to the audit log. If the queue is too small,
performance can degrade while records wait to get into the queue; if it is too large, memory resources are wasted.

Additional Security Constraints - Context-based access controls, association constraints, and aggregation
constraints are additional types of security constraints that may be addressed in future MLS DBMSs. Context-based
access control restricts access to data based on whether it is viewed together with relevant context information.
Association constraints classify the relationships between entities in the database. Finally, aggregation constraints
specify that some aggregates of data have a higher sensitivity level than the individual components. These additional
security constraints are outside the scope of current products (although TRUDATA [1] does have a mechanism to
statically label certain predefined joins between two relations). However, researchers in this area are looking at rule-
based (or knowledge-based) systems to implement these constraints. Overhead associated with this type of software
as well as the number of constraints may be expected to impact the performance of the associated DBMS.

National Computer Security Center (NCSC) Evaluation Class - At higher NCSC TCSEC evaluation
classes, not only are additional security mechanisms required but also the degree of assurance of the system's
trustworthiness increases. To achieve higher degrees of assurance in the security of a system, the size of the TCB
must be minimized, and the complexity of the security-relevant portions of a system’s design must be reduced. With
the introduction of higher assurance levels into an MLS DBMS comes a series of trade-offs the DBMS vendor must
make with respect to performance and functionality.

3. MLS DBMS BENCHMARKING METHODOLOGY

The methodology that we developed for MLS DBMSs is a modification of the Wisconsin benchmark [3, 4], one of
the most widely used benchmarks, and one which has been effective in uncovering performance and implementation
flaws in the original relational products. The Wisconsin benchmark was developed as an application-independent
benchmark, and consists of algorithms and a schema design for generating synthetic databases, a comprehensive set
of queries for testing relational functions, and a methodology for systematically conducting single-user benchmarks.
It does not yet include tests for concurrency control and recovery management. However, because of its use of a
synthetic database and easy-to-understand structure of relations and queries, the Wisconsin benchmark provided a good
starting point for development of an MLS DBMS benchmark. A synthetic database is of special importance for an
MLS DBMS benchmark, because multilevel classified data is neither easily available nor easy to operate with.
Also, a synthetic database permits systematic benchmarking with update and retrieval queries with specific selectivity
factors and modeling of a variety of sensitivity level distributions, potentially a major performance issue in MLS
DBMSs. Random generators can be used to obtain uniformly distributed attribute values for varying relation sizes.
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This section describes the components of our MLS benchmarking methodology: the test database generator, which
produces test databases modeled on those used in the Wisconsin benchmark; a generic query suite, which addresses
relational functional coverage; and the query execution program, which provides the benchmark testing environment.

31 _MLS DBMS Benchmark Database

We have developed a multilevel relation generator to generate the synthetic MLS DBMS benchmark databases. The
relation generator was developed by modifying the algorithm for generation of Wisconsin relations [4]. Data values
for each relation in an MLS database are generated using a C program that computes random integer values and
corresponding string values to populate an MLS DBMS benchmark relation. The program is parameterized so that
the number of tuples, security label formats, and security label distributions can be specified.

The relation generator is used to generate a database consisting multiple relations with similar schemas, which
permits construction of join queries as well as other queries based on different selectivity factors. Relations with
different sizes are generated to study the effect of relation size on performance using single-relation queries. The
cardinality of the relations can be scaled relative to the computer platform's main memory capacity to reduce
buffering effects upon performance of DBMS functions. [4] recommends that the largest benchmark relation be at
least five times the size of the available main memory buffer space in bytes. Duplicate relations of the same
cardinality can be added to this basic design to minimize the effect of buffering between the queries sequentially
executed in a benchmark test. (But this may not always be desirable, since buffering and repeated execution of the
same query may be a realistic reflection of some application environments.) The basic design can be tailored for
specific application environments.

The output file of the relation generator is a flat, ASCII character file in a tab-delimited format that is suitable for
loading with any DBMS bulk load utility. This approach supports development of database load and unload tests, a
feature of many DBMS assessments. More importantly, the use of a bulk load approach facilitates use of the
software with different MLLS DBMSs, since the program does not interface directly with a DBMS. Our experience
with Bl-targeted MLS DBMSs indicates that bulk load utilities can be expected to be available with these products.
Although ordinarily the security label for data entered under the control of an MLS DBMS is equal to the session
level of the process writing the data, the bulk load utilities of B1-targeted MLS DBMSs permit a security label field
to be included in the load file for multilevel loading of data. MLS DBMSs targeted at evaluation classes above Bl
may not provide this multilevel load capability. However, the mechanisms for specific features such as bulk loading
can only be speculated upon since no commercial B2-or-above MLS DBMSs are presently available. At least single-
level bulk load utilities, though, will almost certainly be provided, since customers must be able to move data from
existing DBMSs into the new systems. Only minor changes would be needed to adapt the relation generator
program for use with a single-level load utility. It would simply need to write the generated data into multiple
ASCII files destined for different security levels rather than into a single multilevel file.

Some of the features of the benchmark database design are as follows:

Relation Size - The benchmark database consists of a set of relations differing only in their cardinality (number of
tuples). The smallest and largest relations should differ in size by a factor of 10, although their specific sizes can be
scaled as we have noted previously. The example test database that we created for our initial benchmark consisted of
five relations ranging from 1000 to 10,000 tuples.

Attributes - We added a security label attribute, secLabel, to the basic Wisconsin relation schema (4], to allow
labeling of tuples within the test relations. In order to accommodate different label formats and different security
level distributions, the format and distribution of data values for the secLabel attribute are specified by the user at the
time a relation is generated. The other attributes contain 13 integer-valued attributes and three 52-byte string
attributes which are the same as those defined for the Wisconsin relation schema. The two attributes, uniguel and
unique2, contain values in the range 0 to MAXTUPLES-1 where MAXTUPLES is the cardinality of the relation.
One is random, while the other sequentially numbers the relation’s tuples. The two, four, ten, and twenty attributes
repeat in a cyclic pattern, but the values are randomly distributed in the relation by computing the appropriate
modulus (mod) of unique2. The onePercent through fiftyPercent attributes simplify the scaling of queries according
to certain selectivity factors. The string attributes, stringul and stringu2, are string analogs of uniquel and unique2.

Labels - The additional attribute, secLabel, is used to store tuple-level labels and to implement various distributions
of security label values. Tuple-level labeling was selected because this is the MAC object granularity currently
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supported by most MLS DBMS products. An allowable range of classification levels is associated with each
relation in the database, and a security label attribute is associated with data in each tuple in a relation. The range
and distribution of security levels may be changed in order to model different operational scenarios.

Storage Organizations - One of the key factors affecting the speed of a DBMS's retrieval operations is the storage
organization of the relation. Three types of storage structures are used in the multilevel database: sequential
organization, clustered index and nonclustered index. Although others exist, these were selected because they are
supported by most relational DBMSs. In sequential organization, tuples are stored in the order they are entered. The
time required to search a sequential file is long since all the records must be scanned. Retrieval time with a
sequential organization is simulated in our benchmark by using non-indexed fields in the query selection criteria.

In a clustered index, the index determines the physical placement of data within a file. Typically, tuples are stored in
sorted order based on the value domain of the clustering attribute or attributes. Although any index can allow quicker
data retrieval by eliminating the need to scan the entire relation (provided index attributes have a high selectivity),
clustered indexes provide one of the most efficient access methods for queries that access a range of key values. This
is because the data resides on a smaller number of pages, requiring fewer physical page fetches by the DBMS to
retrieve the qualifying records. In an MLS DBMS, however, the efficiency of a clustered index may be affected if
tuples are partitioned by security level. For example, a tuple with a cluster key value of “10” may not follow one
with a value of “9” if the tuples have different security labels. For the multilevel benchmark database, a clustered
index is defined for each relation using the attribute uniquel which contains a unique value for each tuple and whose
values are generated in sort order for the load file. The security label attribute (secLabel) is also included as part of
the index key. This is necessary in order to support polyinstantiation since the same “apparent” primary key may
exist in tuples at different security levels. Since clustered indexes determine the physical storage location of tuples
in a relation, only one clustered index can be defined for each relation in a database.

In a nonclustered index, the index is used to locate a pointer to a tuple or tuples containing the index key value.
Since most DBMSs do not restrict the number of nonclustered indexes that can be defined for each relation, this type
of file organization can be used for both secondary indexes and primary indexes. In the MLS database, nonclustered
indexes are defined on the attributes unique2, onePercent, tenPercent, and stringul.

3.2 MLS DBMS Benchmark Test Query Suite
We modified the test query suite of the Wisconsin benchmark to include queries that measure the effect of various
security-related factors on the performance of the MLS DBMS. For completeness, we added sort queries, which are

not included in the original Wisconsin query suite. The resulting test query suite contains selection queries,
projection queries, join queries, aggregation queries, sort queries, and update queries. A brief overview follows.

Selection Queries - The speed at which a DBMS can process a selection query depends on the size of the relation,
the storage organization of the relation, the selectivity of the selection criteria, the output mode of the query, the
hardware speed, and the quality of the software. For a single-level relation, selectivity of a selection operation, G, is
the proportion of tuples that participate in the result of that operation. For an MLS DBMS, defining selectivity is
difficult. In a multilevel database, a relation, R, is conceptually fragmented as R}, R2, ..., Ry according to the
distribution of classification levels of the tuples in the relation. From a user's perspective, R is restricted to the set
of tuples Ry, a user is authorized to access with clearance ¢, and defined by

Ry={Rj€e RIcl(R;) < cy}, where cl(R; ) is the highest classification level of data in R;

Since Ry < R, the number of tuples returned by a selection operation may change with the classification level at
which the query is executed. Therefore, selectivity is dependent on the session level. Performance analysis should
examine both the case in which the number of tuples returned varies with the session level and the case where the
number of tuples is held constant. Controlling selectivity is necessary to study the latter case.

Projection Queries - Although a projection may or may not contain duplicates, a projection query specifies
elimination of duplicates. Most of the processing time for projection queries is incurred in eliminating duplicate
tuples, usually by sorting. For a multilevel relation, it is difficult to determine the projection factor precisely
because the correlation between projected attributes and their security levels may vary. Some MLS DBMSs will
consider the security level to be a part of the projected attributes, even if it is not explicitly requested. Thus, the




cardinality of a multilevel projection may be larger than in a single-level database because an attribute value of “1” in
an Unclassified tuple will not be considered a duplicate of an attribute value “1” in a Confidential tuple.

Join Queries - The join queries in the Wisconsin benchmark test how efficiently the system makes use of available
indices and how query complexity affects the relative performance of the DBMS. In the MLS version of the query
suite, the selectivity factor for join queries was reduced from 10 percent to one percent. For a 10,000 tuple relation,
10 percent selectivity generates a 1,000 tuple result, larger than would be desired by a user in an ad hoc environment.
The definition of selectivity for joins of multilevel relations is the same as for multilevel selections.

Aggregate Queries - The aggregate queries for the multilevel benchmark are the same as in the Wisconsin
benchmark. The queries use either a secondary index or no indexes. Indexed and non-indexed versions of an
aggregate query are included to determine whether the query optimizers use an index to reduce the execution time.

Sort Queries - The Wisconsin benchmark query suite does not include any sort queries, but for completeness we
included them in the MLS benchmark. They measure the ability of a DBMS to sort on alphanumeric or numeric
attribute values. We have two versions of queries: one in which an indexed field is used to define the sort order and
one which sorts on a non-indexed field. Although the second version more accurately reflects a DBMS’s sorting
capabilities, the versions using an indexed sort field are included for comparisons of index efficiency across MLS
DBMSs with different security level distributions.

Update Queries - Update queries evaluate the overhead involved in updating each type of index when inserting,
updating, or deleting a tuple. The update queries used in the Wisconsin benchmark address only single-tuple updates
and are sequenced so that the database is restored to its initial state when all the tests are completed. Because the
MLS update queries reflect the same limitations, they are probably the weakest part of the MLS benchmark. Not
enough updates are performed to cause a significant reorganization of data pages or index nodes (especially for B-trees
that are already several levels deep). A more realistic evaluation of maintenance overhead requires a multiuser
environment, where the effects of concurrency control and deadlocks can also be measured. Additionally, the effect of
polyinstantiation probably cannot be detected at the granularity of single-tuple updates, especially in a single-user
test environment. Therefore, multiple-tuple update queries will be added when we develop a multiuser query suite.
3.3__Query Execution Tool

Benchmarking a database involves the use of a mechanism to submit queries to the target database and take timing
measurements. The tool must perform this task reliably and consistently to get dependable results. There are two
techniques for executing a benchmark. One technique uses ASCII script files containing the benchmark workload
that are executed through an interactive SQL interface. The MLS DBMS Benchmark uses the second technique,
which involves the use of embedded host language interface program calls within a programming language. Both
techniques are valid; however, the second technique allows for more accurate timing measurements. We developed
the Job Script Execution tool using the C programming language to run a series of benchmark tests against DBMSs
over multiple platforms. A simple ASCII shell script might have been faster to develop, but not as flexible. The
timing of a query should be performed as close as possible to the DBMS kernel interface in order to get the most
accurate measurement, An ASCII script cannot capture the appropriate granularity of timing data from the DBMS.
For instance, a shell script is unable to capture the timing detail for the first record returned from the database (“time-
to-first”). A shell script running at the interactive SQL interface also takes additional resource overhead while

executing the queries. On the other hand, shell scripts are very good for initially testing the query suite for errors.
The tool we developed to execute the query script workload and analyze the timing output is described below.

Job Script Execution Program Description - The Job Script Execution tool serves two basic purposes: (1) to submit
the job script workload to the target DBMS and (2) to set the OS clock and record the timing data for each query
submitted to the DBMS. The program takes two input parameters: the query script file name and the name of the
file to be used for the query results. The program prompts the user for the session level (classification and
compartments) at which the benchmark test will be run. If the logon is successful, benchmark testing begins. Each
query defined in the job script is submitted to the DBMS. The time is recorded before the query is submitted, after
the first record is returned and after the last record is returned. When the last query in the query script is executed, a
DBMS logoff occurs and control returns to the main unit.

The entire job script is submitted to the DBMS for a total of three times to obtain an average of the timing results.

With each successive run of the Job Script Executor program, a DBMS logon and subsequent logoff are performed.
The logon and logoff sequence permits each run of the query suite to find the DBMS in a consistent initial state.
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The host machine is dedicated to running the benchmark with no other users active during testing, so that other
activity on the host machine is not a factor in the timing results.

3.4 Securitv-Related Experi

In this scction, we describe the experiments that should be run using the benchmark database, test query suite, and
query execution tool to examine the impact of security-related features on the performance of an MLS DBMS.
Specifically, these experiments are designed to address the issues of security level distribution within a database, user
session levels, and auditing. Not all of the security-related issues identified in section 2 have yet been at addressed.
Since the commercially available MLS DBMSs are targeted at the B1 level, the effect of the NCSC evaluation level
cannot be assessed. Similarly, neither high assurance DAC nor additional security constraints described earlier are
relevant with the B1 MLS DBMSs currently available. Finally, the current MLS DBMS benchmark is a single-user
test, hence performance impact of concurrency control, polyinstantiation, and session level mix cannot be measured
until a multiuser benchmark is developed. The experiments discussed below are those that can be carried out using
the initial version of the MLS DBMS benchmark tools.

Security Level Distribution Experiments - This portion of the benchmark methodology looks at the MAC mech-
anisms of an MLS DBMS by examining the effect of security level distribution on performance. By security level
distribution, we mean the number of security levels of data stored in the DBMS and the percentage of data stored at
each level. We approach this issue by holding the query workload constant and running a complete set of benchmark
experiments over different versions of the multilevel database, with differing security level distributions. The tests
are run with the MLS DBMS's security feature options, such as polyinstantiation or auditing options, either turned
off or set at their minimum level.

We plan to use three database configurations for the generic multilevel benchmark with Bl-targeted MLS DBMSs.
The first configuration contains data at only one level. That is, all tuples in each relation are labeled at the DBMS’s
lowest security level, Level 1 (e.g., "Unclassified). The second version of the database has two levels of data in each
relation, with eighty percent of the tuples labeled at Level 2 (e.g., “Confidential”) and twenty percent labeled at Level
3 (or “Secret”). This distribution roughly models the operational environments for which B1 systems are
appropriate. The third version of the database adds categories, which represent non-hierarchical classification levels,
to model a compartmented-mode environment. Forty percent of the tuples in each relation are labeled at Level 4
(e.g., “Top Secret”); twenty percent at Level 4, Category A; twenty percent at Level 4, Category B; and twenty
percent at Level 4, Categories A and B. In each experiment, the session level is database high, the highest security
level of the data within the database (e.g., Level 4, Categories A and B, for the third version of the database).

This multi-database version approach increases the length of time to conduct benchmark experiments since databases
must be dropped and rebuilt each time experiments are run using a different security level distribution. The
alternative, though, is to have duplicate copies of each relation, with differing security level distributions. For
example, there might be three 1,000-tuple relations: one with all tuples at one level, another with an eighty percent/
twenty percent security label distribution; and the third with the category distribution described above. Aside
requiring more storage space, it is not clear that the single database approach provides an equivalent environment.
For example, the metadata may be affected by the presence of additional security levels, as may be the actual storage
of data values. Other side effects may also be present that could be difficult to detect or control.

User Session Level Experiments - The second type of experiment looks at the effect of the session level at which
queries are run. Analysis of timing measurements will show how MLS DBMS performance differs for users running
at different security levels. Therefore, in addition to executing a complete set of the basic workload for each
multilevel version of the database, a modified workload is executed at different user session levels against each
version of the database. The selection criteria are modified, if necessary, so that each query is guaranteed to return the
same number of rows, regardless of the user’s session level. Our definition of multilevel selectivity does not require
this, but the total time required to complete a query also depends on the number of rows returned. Therefore,
meaningful comparisons of response times across multiple user session levels cannot be made unless the size
(cardinality) of the result rows is kept constant. The attribute unique2 is used for the selection criteria because the
security label value is correlated with the value of unique2 when the test data is generated. For the databases
described above, the workload is run at seven different session levels against each version of the database: Level 1;
Level 2; Level 3; Level 4; Level 4, Category A; Level 4, Category B; and Level 4, Categories A and B

Auditing Experiments - The last type of experiment examines the effect of auditing. Overhead from auditing always
has a detrimental impact on a DBMS’s performance. In an MLS DBMS, foregoing the use of auditing will not be an
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installation option. However, all systems will have a minimal set of audit operations that are required and another set
of audit events whose use is optional. The experiments described above are all conducted with minimal auditing; the
identification of the minimal set of audit events is included in the benchmark documentation. Specific testing to
determine the impact of additional optional audit parameters is conducted using only one version of the multilevel
database. Although experience with using this benchmark may indicate otherwise, it is not felt that the security level
distribution of the data within the database is a factor in audit overhead. Therefore, audit experiments may be run
using any one of the three multilevel versions. User session levels, though, may have an impact, so each series of
tests using a specific set of audit parameters is run using at least two session levels: benchmark low (e.g., Level 1)
and benchmark high (e.g., Level 4, Categories A and B).

4, CONCLUSIONS

This paper has presented the results of our initial work towards developing a methodology for benchmarking MLS
DBMSs. We have categorized a set of security-related features of MLLS DBMSs that may impact their performance.
Benchmarking components, including the multilevel test database, the query suite, and a single-user test execution
program, have been defined and implemented. Finally, we have described a series of benchmark experiments to
assess the performance impact of MAC and auditing on Bl-targeted MLS DBMSs.

When the project began, this effort was perceived as only requiring relatively straightforward modifications to the
Wisconsin benchmark in order to adapt it to a MLS DBMS context. However, a number of unique issues associated
with the multilevel properties of relational databases, such as the meaning of selectivity across multiple
classification levels, have already been identified. There appears to be no clear consensus regarding the MLS
extensions to the relational data model, so variations among MLS DBMS implementations can be expected from
different vendors. Therefore, actual benchmarking experience using a variety of COTS MLS DBMSs will be
necessary before an MLS DBMS benchmarking methodology can be completed.

At MITRE, we are working to extend the benchmark to support multiuser performance testing in order to assess the
impact of concurrency control algorithms, polyinstantiation, and session level mixes. Meanwhile, we plan to test
the single-user benchmark against some of the MLS DBMSs currently available. Advanced security constraints,
such as context-based access control, association constraints, aggregation constraints, and enhanced DAC
mechanisms, when they appear, will become targets of additional investigation.
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THE MULTIPOLICY PARADIGM

Hitary H. Hosmer
Data Security Inc.
58 Wilson Road
Bedford, MA 01730

ABSTRACT

This paper identifies some shortcomings in the TCSEC/TNI/TDI paradigm for multilevel secure (MLS)
systems and summarizes requirements for an altemate paradigm. It describes the Multipolicy Paradigm,
suggests shifts in thinking about MLS systems, and raises important multipolicy issues: policy conflict
resolution, adding user security policies to commercial off-the-shelf (COTS) products, evaluating and
certifying multiple policy systems, and passing sensitlve data across policy boundaries.

INTRODUCTION
OVERVIEW

This paper consolidates and extends the results of our research into multipolicy systems' 23 4 Sperformed
over the last two years under Air Force Electronic Systems Division sponsorship. The Multlpolicy
Paradigm permits a multilevel secure (MLS) system to enforce muitiple, sometimes contradictory,
security policies. Metapolicies, policies about policies, coordinate the enforcement of the multipie
security policies. Policy domain codes on data indicate which security policies to enforce on the data,
and multiple label segments supply the attributes needed for each policy.

The Multipolicy Paradigm permits natural modelling of the multipolicy real world. It pemits possibly
inconsistent security policies, such as confidentiality and integrity, to operate together. it may provide a
vehicle for users to add their own security policies to a system without disrupting or invalidating existing
evaluated policies. It may ease policy integration problems by preserving the original ciassification of
data when data is passed across policy boundaries. Finally, If implemented in high-speed paraliel
processing architecture, it may improve trusted system performance.

Commercial applications include medical, financial, reservation, library, investigative and other systems
that cross policy domains. Military applications include multiservice logistics, the multiservice Strategic
Defense Initiative and Command, Control, and Communication (C3) systems in multinational battie
theaters, like the Persian Gulf War.

RATIONALE

Integrating security policies on today's multlievel secure (MLS) computer systems is a difficult,
sometimes impossible problem. When the security policies themselves cannot be integrated, the
systems built to implement these policies cannot be integrated either. Sometimes the only way to solve
impossible problems is to transcend them. For example, when Copemicus developed a new model of
the planetary system with the sun at the center, his paradigm simplified planetary astronomy and Initiated
waves of discovery by others. Thomas Kuhn documents a number of these ground-breaking paradigm
shifts In his book, The Structure of Scientific Revoiutions$ Hoping for similar breakthroughs, computer
security founder Dr. Willis Ware has called for a new MLS paradigm which will make networking and
integration of MLS systems easier.”
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Although the USA standards for trusted systems call for a unified system security policy, Data Security
Inc. proposes a new security paradigm based upon multiple, perhaps contradictory, security policies.
Mutltiple security policies may be necessary if:

1. There is more than one security goal, such as privacy, confidentiality and integrity;

2. The system serves diverse constituents with individual goals and plans, such as the United
Nations (U.N.), European Community (EC), and other federations;

3. The system is composed of separately evaluated pieces, such as an MLS Database
Management System (Trusted DBMS) and MLS Operating Systems (Trusted OS).

THE CUR T PA l

The current US paradigm is based upon three standards documents described below: the TCSEC, the
TNI, and the TDI. The cumrent paradigm may evolve significantly because of the ITSEC, the
'harmonized’ European criteria, and the Federal Criteria, a standards document focused on commercial
system security, now under development at NIST with NCSC support.

The TCSEC. The Department of Defense Trusted Computer System Evaluation Criteria (TCSEC).8
embodies the United States' security paradigm. The TCSEC prescribes a unified "system security
policy” made up of subpolicies such as Mandatory Access Control (MAC) and Discretionary Access
Control (DAC) which all cohere together to form a single system security policy. The unified policy
drives the choice of security mechanisms and is the foundation of most assurance efforts.

The single-policy paradigm works well with stand-alone systems but causes problems when systems
must be networked or combined and security policy integration is required. For example, when MLS
products with slight vanations in policies (such as Operating System (OS), Database Management
System (DBMS), and user applications) must work together, there are usually policy integration
difficulties as well as other Interoperability issues [3]. The policy integration problems are even more
evident when systems enforcing different policies, such as U.S.A. Department of Defense (DOD), North
Atlantic Treaty Organization (NATO), and France, must interact and share classified data.

The TNL. The Trusted Network Interpretation (TN1)? of the TCSEC enlarges the single-policy paradigm
so that multiple policies may coexist on computer networks. it permits each node on a network to have
its own nodal security policy, but stipulates that the network as a whole must have an overall global
network security policy which is the basis for evaluating the security of the network.

The TDI. The Trusted Database Interpretation (TDI)'? addresses the problem of composing systems out
of separately devetoped and evaluated trusted software products. The trusted computing base (TCB) of
each separate component is called a TCB subset. Each TCB subset can enforce a different security
policy, such as MAC or DAC. The TDi assumes, however, that these subpolicies cohere into a single
consistent overall security policy.

The ITSEC. The draft Intemational Technology Security Evaluation Criteria (ITSEC)!! permits a user to
specify a security policy, select a system meeting site needs, then request a certified evaluation center to
do an evaluation to provide the necessary assurance that the selected system is able, in fact, to carry out
the user's security policy. There is no restriction on what functionality could be in the user's policy. The
policy could include integrity, availability, non-repudiation, and confidentiality, for exampte. The ITSEC
follows the TCSEC lead in requinng users to integrate multiple separate policies into a single coherent
system security policy.

Problems With The Current Paradigm. The paradigm of a unified security policy has some major
shortcomings which are becoming apparent as multilevel secure systems are fielded. 1. it's inflexible. |If
a user wants to modify built-in aspects of the system security policy, the whole system must be
reevaluated. 2. Exchanging sensitive data with systems with other security policies is difficult or
impassible in real-time. Guards are needed at all interfaces, and mapping rarely can translate security
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levels from one policy to the other without upgrading. 3. f/t's unrealistic. The real worid has multiple
coexistent security policies. A computer security officer creating an automated security policy'2 must
often integrate diverse and contradictory security policies together into a single coherent policy to meet
TCSEC critena. Canada's expenence trying to integrate the national privacy policy with the national
disclosure policy into a single policy lattice illustrates the real difficulties users face 3. 4. Performance is
poor. Adding security to existing systems senously siows down throughput.

The current paradigm must be enlarged or shifted to meet the needs of a more interrelated and
integrated world. With a few significant enhancements, the single-policy paradigm can be extended into
a more flexible, more interoperative, better-performing multipolicy paradigm.

| P G

What must a larger and more inclusive paradigm do? It should:

Handle COTS systern construction. Facilitate the integration and tailoring of commercial off-the-shelf
products to meet the end-user's system security policies.

Separate the policy from the enforcement mechanism. The system security policy shouid not be such an
integral part of the system that it is impossible to change policies without reevaluation.

Ease sharing data with other policy systems. In multinational conflicts like the Persian Gulf, US
DOD users need to share classified data with allied computers that implement different service,
national or Intemational security policies.

Enforce the originator's security policy. Current strategies for sharing data across security policy
boundanes (Guards, Man-in-the-loop) frequently must upgrade or downgrade data, thus losing
the original classification. Even if the muitinational situation is one of cooperation rather than
conflict (for example, divisions of a multinational corporation, or intemational electronic funds
transfer), it is desirable to guarantee enforcement of the originator's security policy while sharing
data across computer systems.

Permit contradictory policies to operate in parallel. For example, different states have passed
different laws about releasing AIDS data. If an AIDS patient from Connecticut is in a New York
hospital, which state's disclosure laws should apply to the release of data? In the European
Community health system, the varying disclosure laws of 12 different countnes must be
implemented and maintained.

Improve the performance of trusted systems. Adding security to a system usually degrades its
performance significantly, largely because of auditing and access control checks.

Other. The list above is not exhaustive. As more multilevel systems are implemented, we will become
aware of more difficulties and requirements. Solving these problems is essential to widespread user
acceptance of MLS systems.

RELATED WORK

Many researchers have addressed aspects of these problems. Biba'4 and Clark and Wilson'S
established the importance of integrity policies. DEC built a multipolicy operating system SEVMS that
enforces both confidentiality and (Biba) integrity, showing the commercial feasibility of multiple policy
systems'®. The European Computer Manufacturers Association (ECMA) developed a conceptual

framework for security across multiple domains with muttiple authorities'”, raising hopes for intemational
standards.

Multiple policies frequently conflict. Dobson and McDermid discovered that Integrated Programming
Environments (CASE toois) require three distinct security policies , and "it is critical to articulate and
resolve the policy conflicts."'® Dobson has been studying organizational security policies, the source of
many conflicts. Trusted Information Systems (TIS) documented that the Aegis Combat System requires
three sometimes conflicting policies (information disclosure, information modification, weapon release),
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while the Nuciear Command, Control, and Communications system requires four policies (weapon
release, denial of service, information disclosure, and information modification)'® Secure Computing
Technology Corp. (SCTC) and Georgia Tech Research Corporation (GTRC) In their Assured Service
policy work identified ways that various availability mechanisms both complement and conflict with
secrecy policies. 2% Rae Bums raised the inherent secrecy/integrity conflict2! and Oracle Corp.
addressed methods for resolving it.2 Tradeoffs between competing policies are often required, and
often only the ultimate users can determine which policy to emphasize. In a multipolicy environment, it
is critical for users to be able to specify how policy confiicts should be resolved.

Multiple policies may be more complex than single policies. To manage this complexity, researchers are
studying the fundamental properties of policies. Feiler and Dowson explored the relationships between
policies and processes, discovering that policies may conflict and that policies about policies may be
necessary.Z2 Moffet and Sloman explored management policies and the need for explicit control
authority in the commercial arena. They also explored how to represent and manipulate policies and
came to view policies as objects which can be created, destroyed, queried; and which can interact with
each other.24 The Policy Workbench project at George Mason University(GMU) studied Intentions
implicit in policies, incompleteness In assumptions underlying security policy models, and ways to
represent security policies, inciuding activity role charts, Petri nets, data flow diagrams, and structural
diagrams.2>

Several researchers aim for policy flexibility. Grenier, Hunk, and Funkenhauser differentiated policies
from mechanisms.2® The Planning Research Corporation (PRC) proposed rule-based policies as a way
to escape the inflexibility of built-in policies and demonstrated that assorted rule-bases can be plugged
into the same system.2?” MITRE's General Framework for Access Control (GFAC) group asserted that all
policies cat;’23 be expressed as rules specified in terms of attributes and other information controlled by
authorities.

Our earlier work Introduced several concepts which are incorporated into this paper. [1] proposed a
Multipolicy Machine which enforces multiple, possibly contradictory security policies using Metapolicies,
a term introduced in [3] and expanded in [2]. [4] proposed shared labels to save space, and paraliei
processing of policies and policies on ROM chips to improve performance and standardization.

U CcY
COMPONENTS
Most security models built after Bell and LaPadula's classic modeiZ® include:
1) Subjects
2) Objects
3) Security Policy

4) Sensitivity attributes for subjects and objects
5) Policy Enforcer to mediate subjects' operations
on objects in accordance with the policy.

Several additional components are required to handle multiple policies:
1) Multiple security policies;
2) Multiple security policy enforcers;
2) Multiple policy coordinators (metapolicies);
3) Assignments to specify which policies apply to which subjects and objects.

Two optional components are needed to provide flexibility and performance:

4) A means to control policy changes and updates;
5) A design to avoid policy-enforcement processing bottienecks.
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Each component is described below. We describe abstract concepts, then suggest concrete ways to
implement those concepts.

MULTI S

A policy is a set of constraints established by an accepted authority to facilitate group activity. A policy
may be expilicit or implicit, broad or namow in scope, mandated or optional. Security policies are those
policies whose goals are protecting the confidentiality, integrity, and/or availability of peopie, resources,
and information. Automated security policies [11) protect information within computer systems, and
require security policies that are much more explicit and formaily specifiable than policies intended for
people. Automated security policies typically inciude; a) definitions of subjects and objects; b)
definitions of allowable operations; c) policy ruies, and d) data for impiementing the policy, such as a
lattice for ordening sensitivity levels, integrity levels, compartments, etc. Automated security policies
must be tamperproof and are, by definition, part of the trusted computing base.

in the Muttipolicy Paradigm, a computer system can enforce more than one policy. The Multipolicy
Paradigm permits multiple:

1) Types of security policies (Eg. integrity, MAC, DAC, Chinese Wali%%);

2) Variations of security policies (Eg. integrity by Biba and by Clark- Wilson);

3) Combinations of policies (Eg. hierarchical, independent, coordinated);

4) Sources of policy (Eg. user, administrator, govemment, standards body);

5) Means of changing policies (Eg. locally, remotely, at sysgen).

Uniike the current TCSEC paradigm, the Multipolicy Paradigm does not require that a unified system
policy be developed, or even that the policies be consistent. Canada, for exampie, can implement
separate privacy and confidentiality policies on one system[13], and the EC may keep several separate
health and financial information privacy policies.

Policies in current systems are usually implemented as instructions in code, with instructions in the
kemel TCB for system security policies and instructions in applications programs for user policies. In the
Multipolicy Paradigm, compiex data structures will be needed to impiement each policy and its
associated metapolicies. This implementation method can provide both flexibility and assurance.
Exampiles are in the companion paper printed in this proceedings, "Metapolicies ii"..

MULTIPLE ENFORCERS

Security Policy Enforcers Security policy enforcers implement the rules of a policy on the subjects
and objects within the policy domain. Each enforcer is trusted to protect and enforce the policies in its
domain comrectly and must be tamperproof. Enforcers may be Impiemented in several ways. However,
it is critical that the policy NOT be built Into the enforcer, as it now is in most reference monitor
implementations. One enforcer may enforce multiple independent policies, or multiple policy enforcers
may enforce multiple different policies, or multiple versions of the same policy, or multiple subsets of the
same policy.

Metapolicies Metapolicies are policies about policies. They provide a framework for clarifying policies,
explicitly stating the assumptions about policies and the organization's control process for policies. They
also coordinate the interaction between policies, explicitly specifying order, priority, and conflict-
resolution strategies. Metapolicies clarify underlying policy assumptions and relationships, facilitate
expression of the variety, richness, and muttiplicity of security policies, and permit the controlied
interaction of policies and subpolicies, making compiex policy systems possible [2]. Metapolicies specify
who can set policy, who can change policy, and the procedures for changing policies. They also include
rules about developing, verifying, and protecting security policies and rules about the interaction of
multiple security policies, especiaily where they conflict. The Multipolicy Paradigm permits muttipie
distinct security policy domains, administered by different organizational entities each with complete
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policy autonomy in its domain, to be modeled in a computer system. Metapolicies control the
interactions of the multiple policies.

MULTIPLE DOMAI

A policy domain is a logical construct defining the area of responsibility of an authority. The U.S. federal
govemnment, for example, takes responsibility for regulating interstate commerce (the federal domain),
while the states take responsibility for regulating intrastate commerce (the 50 state domains). NCSC,
0S|, ISO, ECMA, DOD, and NATO are a few of the well-known security domain authorities.

Each security domain may be autonomous, with its own authority, subjects, objects, policies, and policy
enforcement mechanisms. Others may be part of a hierarchical structure, like Air Force Base (AFB), Air
Force System Command(AFSC), Air Force (AF), and Dept. of Defense(DOD). In hierarchical structures,
the authority and policies of the top domains must be Incorporated by the subordinate domains. Under
the unified-policy model, the base, system command, AF and DOD policies would be integrated and
implemented as a single automated security policy. However, under the Multipolicy Paradigm, each of
the individual policies in the hierarchy - the DOD policy, the AF policy, the AFSC policy and the AFB
policy - would be separate policies, and a policy domain code would be required for each. This gives the
AFB security administrator the flexibility to change local base policy while leaving national DOD and AF
policies untouched.

Domains may overiap each other, so that subjects or objects may belong to more than one domain and
fall under more than one policy. Patients who fall under the confidentlality policies of multiple states, and
military information which comes under both national and intemational confidentiality policies are
members of overiapped domains.

Policies In different domains may conflict. However, there must be means to resolve the conflicts as
they occur. For example, if a national and an intemational policy are in conflict, which takes
precedence? A later section addresses conflict resolution techniques. Policies within the same domain
must not conflict, because logical inconsistencies may create exploitable holes. Research is needed to
see if policy conflicts are possible between subdomains.

CY ASS| NTS

There are several ways to assign policies to data. The European Computer Manufacturers Association
(ECMA) [17] has proposed security domain codes on security labels which indicate under which label
convention the label Is formatted, eg. Intemational Standards Organization (ISO). We propose security
policy domain codes as a mechanism to indicate which policy domains apply to this subject, object, or
policy. Whenever policy decisions are made, these policy domain codes would be checked first so that
the proper policy enforcers can be invoked. Figure 1 illustrates domain codes incorporated into security
labels.

Single Policy Label Format:
OBJECT / SECURITY ATTRIBUTES / POLICY DOMAIN CODE
Single Policy Example:
The string of bits representing patient Jones' data release permissions will be interpreted
in accordance with the New York privacy policy.

Patient / John Jones / 100101 / Privacy-NY

Figure 1A. Single Policy Domain Code Exampile
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Multiple Policy Label Format:

OBJECT / LABEL / POLICY / LABEL / POLICY / etc.
/ SEG / CODE / SEG / CODE /

Mutltiple Policy Example:
Patient Smith, who lives in Connecticut, is hospitalized in New York and then sent for
consultation to a teaching hospital in Massachusetts. The privacy policies for all three states
apply to him and his hospital record has three sets of privacy attributes.
Patient / Sam Smith / 01011 / Priv-MA / 01010 / Priv-CONN / 11010 / Priv-NY
Note that labels with multiple policy attributes and multiple security domain codes may get very long. A

paper published last year, "Shared Sensitivity Labels"[4] describes an indirect addressing technique
which permits subjects and objects with the same sensitivity levels to share a single version of the label.

Figure 1B. Multiple Policy Domain Codes in Trusted Labels

MULTIPOLICY ISSUES
CONFLICT RESOLUTION
Strategies for resolving conflicts between policies include:

Resolve the conflicts manually and automate the integrated results. This is the strategy taken by most
vendors and most user organizations. The information security officer manually integrates muttiple,
possibly contradictory policies into a coherent system security policy. This is a difficult process, since
each policy has its own source or owner, its own enforcement authorities, and its own evolutionary time
frame. Developing consensus takes a long time, especially if policies reflect deeply held values.

Resolve by dominance. If the policies are hierarchically structured, then the policy higher in the
hierarchy predominates. If the policies are ranked by their importance, the most important
predominates. Or, if the policies reflect the ranking of the authorities who created them, then the policies
of the dominant authority predominate. This strategy is appropriate in the military and other
hierarchically-structured organizations.

Translate policies into a common form. Dr. Bell advocates this strategy using policy conversion logic on
a Universal Lattice Machine. He showed that multinational sharing, Clark and Wilson, dynamic
separation of duty and ORCON can all be impiemented with the Universal Lattice Machine.3!

Run in separate policy domains. John Rushby's Separation Machine, as impiemented by Amdahl's
Multiple Domain Facility, allows seven different policies on one machine but no communication between

domains.32 Parallel processing of policies is possible but resolving conflicts between policies must be
done outside the Separation Machine.

Use additional enforcement mechanisms to implement custom user policies in addition to DAC, MAC ,

etc. Type enforcement like that implemented in SCTC's Logical Coprocessor (LOCK)33 provides
considerable user flexibility.




Figure 2. Policy Conflict Resolution34

Request POLICY Operate
SUBJECT = ElmoRcrE o - ey OBJECT

Request Vote (Y/N)

POLICY
DECIDER

'

POLICY1 POLICY 2

METAPOLICY
Precedence Rules/Data

Vote 2: Rank 2

Vote 1: Rank 1

Policy Conflict Resolution in Figure 2

1) The 'Subject’ wants to operate on the 'Object’, but the request must be mediated by the 'Policy
Enforcer’.

2) The Policy Enforcer passes the request to the "Policy Decider’ along with the subject and object policy
domain codes. The Decider consists of muttiple ‘Policy Decision-Makers' operating in parallel, one for
each policy implemented by the system.

3) Based upon policy domain codes, the request is routed to the proper Policy Decision-Makers.

4) Using rules and decision data to evaluate the request, each Policy Decision-Maker sends its Policy
Precedence Ranking and a Vote (eg. Yes', 'No', 'Don't Care’, 'Undecided’ or a fuzzy logic number on a
continuum) to the Metapolicy.

5) The votes of all the individual policies (Vote 1 and Vote 2 in this exampie) are combined by the

Metapolicy and weighed according to its rules as well as the precedence ranking of each policy (Rank 1
and Rank 2 in this example).

8) The resulting "Yes' or 'No' vote is sent back to the Policy Enforcer which then permits or denies the
requested operation.
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Use rule-based access control. John Page[27), Marshall Abrams[28], Leonard LaPadula35, and others’
showed how rule bases (rules with one-to-one correspondence with the operations of the system) handle
many kinds of access control policies. LaPadula proposed a voting technique to resolve rule conflicts
which we adopt in Figure 2.

Adjudication. In case of conflict, develop a solution which reflects the tradeoffs and weights of the users
on the system. If there are multiple applications which weigh things differently, accommodate the
various weights. The use of metapolicies, or 'policies about policies’, to sort out precedence and to
identify and resolve policy conflicts is illustrated in Figure 2.

Outside mediation. When two security policies contradict each other, the decision about what to do may
be best left to a human who understands the content and the context, as in downgrade decisions.

A combination of these techniques can be powerful. Figure 2 shows that the confiict resolution process
can be simple and elegant, no matter how many different policies are included. If parallel processors are
used to implement muitiple Policy Decision-Makers [1], the decision-making time could be kept close to
that of a single-policy machine.

ELEXIBLE USER SECURITY POLICIES

One of the frustrations experienced by users is their limited ability to modify the security policies which
are built Into COTS products. Most current systems allow changes to the policy data (eg. the contents of
the lattice), but not to the policy rules. The problems are:

1. The rules are built in.
2. Assurance depends upon a stable policy.
3. Changes may introduce security flaws.

Although inconceivable with today’s built-in policies, user authorities should be able to add or delete
policles from their systems at any time. Standardized policies and labels may be distributed on ROM
firmware {4] or protected software modules and would include metapolicies which describe the policies
and their interrelationships. Metapolicies which coordinate the policies must be customized to the user's
needs when each policy is installed.

There are several ways 10 provide policy flexibility. COTS vendors can offer customers a set of
evaluated policy options, clusters of commonly-desired combinations, to choose from when the product
is ordered. Trusted software can be used to tailor policies further. Modifiable aspects, such as label
size, number of compartments, and which policies are selected for enforcement, must be carefully
limited to maintalin the integrity of the evaluated system. The vendor couid tailor the system before
shipping, or the System Security Officer (SSO) could tallor it at system generation.

Currently, user policies are coded many times into applications programs. It is desirable for integrity and
control to get the policy out of the appiication and into the system where the same policy can be invoked
by many programs. Ideally, an SSO should be able to enter entire user policies via trusted software into
an isolated area of the TCB where their interactions with applications programs and other policies are
carefully mediated by the appropriate metapoticies. It is clear that this method works when the user
policies are a subset of the underlying system policy (TCSEC paradigm). It is unclear what should
happen when there Is no underlying system poticy (Multipolicy paradigm).

Optlons which don't affect the security of the system, such as audit policy options and default options,
can be set by the SSO at any time. The vendor should ship any trusted system with conservative
defaults selected to err on the side of caution.

When policy change is required, domain administrators can imptement changes in policy in their
domains in a variety of ways. On automated systems, they can "securely downioad" new policy
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modules, send new firmware chips for installation by each System Security Officer (SSO), or simply give
orders to the SSOs to make changes. Metapoticies will restrict policy changing to authorized personnel.

The capacity to absorb multipte user policies (representing multipte nations, multiple divisions, or several
kinds of integrity policies) without reevaluating the whole system is an integral part of the Multipolicy
Model. However, evolution of policies raises the issues of reevaluation and recertification.

10 (% F

How does one evaluate and certify a system with multiple flexible policies? If policies change, whether
at sysgen or on-the-fly, when must the system be reevaluated or recertified? There are many questions
and problems.

Today, evaluators determine whether or not a system comrectly implements a policy with what degree of
assurance. The Muttipolicy Paradigm requires a shift in thinking so that evaluators determine that the
system has mechanisms which will comectly implement whatever policy it is given. The evaluators will
examine the mechanisms for interpreting and enforcing a variety of policies rather than just one.

Evaluators cannot determine in advance that every possible policy which might come along will work
cormrectly in the system. Certifiers will study the installation of specific policies on a specific system.
Certifiers will also check the metapolicies which are set by the user, such as those that prioritize policies
in conflict, Certifiers will need to check the interaction of multiple security policies and to handie the
probiem of too many possible combinations to test them all.

If evaluators evaluate systems separately from polices, who evaluates the policies? Since there are
likely to be so many different policies, commercial evaluation centers, like the ones doing evaluations In
Europe, would be appropriate for poticy evaluation. If policies have been developed in different places
by different authorities and evaluated In different places with different levels of assurance, common
standards need to be developed. For example, for any desired certification level, each policy must have

the minimum levei of assurance for that certification level. Metapolicies which describe and control the
policies must be evaluated as well.

CROSSING POLICY BOUNDARIES

Crossing policy boundaries is one of the most difficult problems in trusted computing. When classified
data leaves one policy system, such as the US Military, to go to another, such as NATO, a trusted person
or process must sanitize and relabel the data and approve the transfer. In the civillan world, privacy laws
require that the patient or the patient's guardian give written approval for the transfer of medical data to
another hospital. In both military and civilian life the data owner wants assurance that the data will be
treated in the new policy realm In sufficient accordance with the owner's policies.

In a multipolicy system, it is possibie for an object to go from one muttipolicy machine to another without
leaving its original policy domain. There are several important assumptions:

1. The Multipolicy Machines follow standards for labelling objects which preserve the integrity of
labels and policy domain codes.

2. The Multipolicy Machines follow standard policies about handling objects from different policy
systems. For example, if the label is checked and it doesn't match any policy in the system, the
object is inaccessible to any users on the system. However, the inaccessible object may be
passed on Intact to another system which follows the standards for muitipolicy systems.

The sending and receiving systems may implement a homogeneous, an overlapping, or a heterogeneous

set of policies. As long as the receiving system is trusted to Imptement the policies indicated in the label
associated with the object, there is no boundary-crossing problem.
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If the receiving system does not enforce the policy or policies marked on the object, it must either pass
the object on to another machine which enforces the appropriate security policy, hold on to the object
without permitting any access, or. as is done now, request human intervention. Which choice is made
could depend upon instructions which accompany the object, or on the metapoiicy for the receiving
computer.

IMPLEMENTATION OPTIONS

Throughout this paper we have suggested several reasonable approaches to implement a Multipolicy
Paradigm:

1. Multiple sets of rule-based policies, as seen in Figure 2, [27] and [35];

2. Multiple co-processors, like SCTC's LOCK and Sidearm [33];

3. Distributed processors: each node has a locai policy and a master node has

them all; [1}

4. Parallel processors or policies in ROM chips to improve performance {4];

5. Multidomain machines, iike Amdahl's Multidomain Facility [32];

6. Hybrids of the above

Other approaches are possible as weil, but we do not wish to focus here on implementation options.
More implementation option information appears on our "The Multipolicy Modei; A Working Paper” [5].

APPLICATIONS

The Multipolicy Paradigm is useful whenever multiple security policies are involved, especially when
normal security goals are extended beyond DOD confidentiality to include privacy, availability, integrity,
weapons release control or other policies and wherever users with different values and traditions must
share a common system.

Military multipolicy applications include: multinational battie management, multinationai command and
control centers, logistics involving multiple services, and multinational communications systems. The
Strategic Defense Initiative is a classic case of multiservice poliicy interaction, as was the Persian Gulf
War. An application common to ordinary military systems would be to define peacetime, threat alert,
and wartime security policies and shift from one to the other, rather than 'loosening' the peacetime
policy[20] when war starts.

There is no single standard security policy, like that of the DOD, in the commercial worid, so a trusted
system, to be marketable, must be able to adapt to multiple policies. Although the TCSEC unified policy
paradigm can adapt to a wide range of needs [Bell, 31], the Muitipoticy Paradigm will facilitate
expression of users diverse, unanticipated, and contradictory security policies.

Commercial applications for multipolicy machines are numerous. Multinational banks, multinational
corporations, international non-profit activities such as the Red Cross and CARE, merged corporations
with multiple corporate cultures, colleges and companies which cross state borders, intemational
telecommunications systems, are ali candidates for multipolicy systems.

in non-military government sectors there is even more potential for the multipolicy paradigm. Almost
every system developed by the European Community needs multiple policies to express the different
values and varying traditions of the nations involved. For example, a multipolicy intemational health
system that permits different nations to control security policies for their own citizens is more practical
than requiring twelve nations to come up with a unified confidentiality and privacy policy.
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CONCLUSION

This paper identified shortcomings in the TCSEC/TNI/TDI paradigm for multilevel secure systems and
summarized some of the requirements for an altemate paradigm. It briefly described other researchers'
work in the area, then wove many contributions into a Multipolicy Paradigm.

The Muttipolicy Paradigm supports muttiple, perhaps contradictory security policies and has many
applications and uses. Multiple contradictory security policies may be necessary if:

1. There is more than one security goal, such as privacy, confidentiality and integrity;
2. The system serves diverse constituents with individual goals and plans, such as the EC;
3. The system is composed of separately evaluated pieces, such as MLS DBMS and OS.

Muttiple policy systems will be more flexible, but much more complicated in many ways than single
policy systems. The paper addressed strategies for solving many of the key multipolicy issues. This
feasibility study showed that:

Policy conflicts can be resolved;

Changes in ways of thinking are needed to evaluate and certify flexible mutltipolicy systems.

There are many strategies for getting policy flexibility while preserving assurance.

Users can add user security policies to commercial off-the-shelf products.

Muttipolicy systems may ease the old problem of how to pass sensitive data across policy
boundaries.

The Muttipolicy Paradigm can be successfully implemented in many ways.

The Multipolicy paradigm will provide greater flexibility for users who need to add their own security
policy specifics to the security policy of an existing system. It will make it easier to transfer data to
systems in other security policy domains. it will let users model complex real world security policies
more easily and permit contradictory policies to operate in parallel. Paraliel processing may permit an
improvement in trusted system performance, as well.

The Muttipolicy Paradigm is now just a concept with potential. Much more work needs to be done to
make it a reality.
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THE NEED FOR A MULTILEVEL SECURE (MLS) TRUSTED
USER INTERFACE

Abstract

Today the Department of Defense (DoD) relies upon software which would
cost many billions of dollars to replace, yet many commands require the
operational benefits of applied Multilevel Secure (MLS) technologies.
Traditional secure engineering practices would require that the majority of
these existing DoD systems be rewritten from scratch. The ideal approach
is to take advantage of emerging Commercial Off the Shelf (COTS) MLS
products (Operating Systems, Databases, Networks, Compartmented Mode
Workstations (CMWs), etc.) by securely integrating them into a certifiable
MLS System without requiring applications to be engineered in a trusted
fashion. When this goal is achieved, the DoD will receive the benefits of
applied MLS technology without having to incur the costs of developing and
maintaining custom MLS systems that are too large to be certified. A
critical missing MLS COTS product required to build a complete, certifiable
MLS system is a Trusted User Interface. This paper explores Trusted
User Interface requirements.

MLS Program Overview
The United States Transportation Command (USTRANSCOM) in

conjunction with the Headquarters (HQ) Military Airlift Command (MAC)

has established a DoD MLS command center testbed.! Two objectives of this
program are to provide MAC with an MLS system which meets MAC's
operational requirements, and to-provide the DoD with a methodology of
implementing MLS technology in HQ MAC and other command centers.

The objectives of the MLS Testbed are to:

e evaluate emerging COTS MLS products for capabilities both
present and missing

¢ integrate COTS MLS Products into a single MLS System with a
minimal amount of Trusted Computing Base (TCB) extensions

e utilize as many COTS products as possible, to reduce the amount of
trusted code which must be developed

1 The work reported in this paper was performed by Digital Equipment Corporation for the
Military Airlift Command under contract F11623-89-D0007
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¢ isolate COTS MLS products from the Trusted Computing Base, to
allow new and emerging COTS MLS products with higher levels of
trust to be incorporated into the system as they become available

* adhere to industry standards and the open systems philosophy
whenever possible to facilitate lifecycle maintenance and the ability to
swap out antiquated hardware and software for more modern
products inexpensively

* define the standard requirements in building a MLS system and
feed that information to both government organizations who are
building MLS systems and product vendors who are building COTS
MLS products.

Evaluation of available and emerging Commercial Off the Shelf (COTS)
MLS products (Operating Systems, Databases, Networks, Compartmented
Mode Workstations (CMWSs) has identified a key missing COTS MLS
product: a Trusted User Interface. The Trusted User Interface is the
display portion of the overall system which receives the MLS data which is
retrieved by way of the secure Operating System, trusted Database and
secure Network.

One operational requirement for the USTRANSCOM/MAC MLS system is
to be able to label different classifications of data on a single screen. The
end users, in performing their job, are required to pass information about a
particular missions or exercises over unclassified media (phones as an
example). The users therefore need to be able to distinguish between the
unclassified and the classified data, populating an individual screen, in a
trusted manner. Without a Trusted User Interface, there is no way to
display trusted security labels on the screen.

Since existing and emerging COTS MLS products are at the B1 security
level, and many areas within the DoD have established a need for B3 and Al
systems, it becomes even more important to use standards that support
open systems. Standards like POSIX, ANSI SQL, TCP/IP and FIMS. With
the rigorous use of industry standards, emerging products with a higher
level of trust can easily replace less mature MLS products. This allows
MLS systems to migrate to a higher of level of trust without requiring
applications to be rewritten to incorporate new COTS products.

The Form Interface Management System (FIMS) is a proposed industry
standard for forms processing that has been under development since the
early 1980's and is being considered by the ANSI/ISO accreditation
standards committee.
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One of the key benefits of this proposed standard is the separation of the
form processing from the specific application processing. The separation
encouraged by the FIMS standard would result in more maintainable code
and a less tightly coupling to display device peculiarities.

FIMS Components

In basic terms, the FIMS Standard is described consisting of three separate
components:

¢ Independent Form Description Language (IFDL)
¢ Forms Control System (FCS)

¢ FCS application interface

In n

The Independent Form Description Language (IFDL) describes an entity
called a form.

Forms Control System (FCS)

The run-time component of FIMS is the Forms Control System (FCS),
which controls the form's interaction with both the user (through a variety
of input and display devices) and the application program.

FCS Application Interf

The interface to the FCS from the application is typically written in a higher
level language (such as Ada or C). The interface performs all interaction
with the user through the form by calling the FCS.

.

In defining the requirements that the typical user desires in the MLS
system, we have come across several that point to the need for a Trusted
User Interface to handle the security attributes of the form and the data.
These attributes are not addressed by the proposed FIMS standard but
should be incorporated into that standard.

Need for MLS Screens or Forms

One of the most basic needs is that the typical MLS system user would like
to see, on a single screen, the highest level of data for which he or she is
cleared. A TOP SECRET user, for example, wants forms or screens that
potentially display sets of data that are composed of TOP SECRET, SECRET
and UNCLASSIFIED data elements all on the same screen.
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Need for Trusted Labels

In addition, the user requires that the data on the screen be labeled to
clearly mark the data fields at the appropriate level of security.
Furthermore, the labels need to be trusted labels and not advisory labels.

Need for a Labeling Standard

These trusted labels need to be associatable with their corresponding labels
in the MLS operating system, MLS database and the MLS network products
at a minimum.

N forsc s it i Ganalie

The Trusted User Interface should also be able to extract from the expanded
MLS data dictionary, associated with the MLS database, a variety of
security attributes. These attributes should be handled by the Trusted User
Interface and not by the application.

Attributes, similar to data validation, like a field being always at system low
security level, i.e., always UNCLASSIFIED. When a user would try to
enter Classified data into a field that is defined to be always Unclassified the
Trusted User Interface should prevent this.

Or a data element having a security range, for instance UNCLASSIFIED
through SECRET, but never TOP SECRET. Ifa user tries to enter data

outside the defined security range, the Trusted User Interface should also
prevent this.

Or relations between data elements, things like aggregation rules where
when a specific data element is classified, other related UNCLASSIFED
data elements immediately become classified and the database is updated to
reflect the classification change. This should also be a capability of the
Trusted User Interface.

Conclusion
¢ There is a need for a Trusted User Interface
¢ The Trusted User Interface should be FIMS compliant

* The additional security requirements are relatively easy to implement

¢ It should be possible to develop a B3 Trusted User Interface
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Introduction

With the proliferation of computer
networks in secure environments, it has
become apparent that the security of
network communications must be
addressed. Currently, most computer
security implementations are host based,
that is they concentrate on security within
a given workstation without regard for the
communications between these
workstations. This paper describes an
internal research and development (IR&D)
effort completed in early 1991 at Harris
Corporation, Information Systems
Division (ISD). The objective of the
program was the integration of two
leading edge security technologies to form
a secure multilevel heterogeneous
networking environment.

The IR&D team was to integrate the
DODIIS Network Security for Information
eXchange (DNSIX) protocol into a
Compartmented Mode  Workstation
(CMW). The results of the study show that
it is possible to integrate the two
technologies to produce a fully functional
Commercial Off-The-Shelf (COTS) DNSIX
CMW capable of supporting a network
operating in compartmented mode.

This paper will concentrate on three
unique aspects of the IR&D; integration
issues, design  methodology, and
leveraging the DNSIX IR&D into new
business opportunities.

Network Security via DNSIX

429

Background

The Department of Defense (DOD)
Intelligence Information System (DODIIS)
is a community of sites that exchange
intelligence information via the inter-
computing network known as the DODIIS
Internet. The security requirements for the
DODIIS Internet were formally defined by
the Defense Intelligence Agency (DIA) in
the 1986 publication entitled “DODIS
Network Security Architecture and DNSIX
5

What is DNSIX?

DNSIX is a protocol that satisfies the
technical requirements for
internetworking in DODIIS. This software
supplements, and works in conjunction
with, the standard DODIIS networking
suite known as TCP/IP (Transmission
Control Protocol [6] /Internet Protocol [7]).

DNSIX defines capabilities that manage
and audit network sessions, maintain user
security levels across the network, monitor
access control to protected 1esources in the
host systems, and enforce the network
mandatory access control policy. These
capabilities will be expanded on in the
following paragraphs:




User - Level
Untrusted appl.

User - Level
TCB

Kemel

Kernel System Calls (0S)
TCB

Co-Processor
Board
TCB

DNSIX Modules

DNSIX manages network sessions by
establishing a special DNSIX connection
with the remote host prior to any data
exchange. A “DNSIX handshake” is used
to pass information about the initiating
host to the associated host including: host
name, network level, application
identifier, user name, terminal identifier
and more. This information is sent to the
associated host in the form of a Session
Request message and is mediated upon by
the associated host. This means that the
information received by the associated
host, along with its security policy rules,
determine  whether  the  network
connection should continue or not. The
DNSIX module which makes this security
policy decision is called the Session
Request Control Module (SRCM). The
response is sent back to the initiating host
via the Session Request Response message.
The DNSIX module which handles this
session management is appropriately
called the Session Management Module
(SMM), and resides on the intelligent
ethernet board.

DNSIX audits network events such as new
connections and closed connections.
Security events are also audited. These
consist of various levels of access
exceptions. The DNSIX module which
performs the audit function is called the
Audit Trail Module (ATM), and the
module which detects access exceptions is
called the Host Access Control Module
(HACM).

Network Security via DNSIX
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The definition of a DNSIX access exception

" is not clearly defined in the DNSIX

specification (Our interpretation is
explained later in this paper). The result of
a DNSIX access exception is to abort the
network session.

DNSIX maintains the user's security level
across the network connection by passing
the label to the associated host as part of
the initial DNSIX handshake. If the session
is accepted by the associated DNSIX host,
the remote process started on behalf of the
user is set to the security level passed in the
DNSIX handshake.

The mandatory access control enforced by
the DNSIX specification dictates that the
security level on all incoming and
outgoing datagrams will be checked to
ensure the are within the allowable range
for the particular host. If a datagram is
created for transmission or received from
the network which is out of the allowable
range, the datagram is discarded. The
DNSIX module which performs this
function is called the Network Level
Module (NLM).

The Host Interface to DNSIX (HID)
module coordinates the passing of
messages between the various other
modules. All messages passed between the
SMM and the Kernel are routed through
the HID.

The figure above shows the various
modules of DNSIX. The unshaded boxes
are the modules implemented by Harris
during the study.

The DNSIX protocol is documented in
“DNSIX Detailed Design Specification [2}”
and the “DNSIX Interface Specification
[3}”. Communication Machinery Corp.
(CMC) was the vendor supplying the
DNSIX/TCP-IP software and hardware
support.



What is a CMW?

The Compartmented Mode Workstation
(CMW) is a computer workstation whose
operating system is designed to handle
classified information with differing
security compartments in a data fusion
environment. The CMW 1is designed to
meet the requirements specified by DIA/
MITRE “Security Requirements for System
High and Compartmented Mode
Workstations” [4].

A CMW handles security for non-
networked computers by labeling objects
with security labels and allowing only
authorized users the ability to manipulate
those objects. All objects possess a
classification and each wuser has a
clearance. For example, in order to
determine whether a person should be
allowed to read a document, the person's
clearance is compared to the document's
classification.

Harris Corp. had previously developed a
CMW prototype based on AT&T’s System
V Unix release 3.2 and X Windows release
11.3. This prototype served as the platform
for our DNSIX integration activities.

Integration of Technologies

The DNSIX protocol works in conjunction
with the TCP/IP protocol and, in CMC's
implementation, executes on an intelligent
ethernet board. The communication
between the board and the host computer
is accomplished using two distinct
interfaces. The Berkeley Unix Socket
mechanism has had some strategically
placed kernel calls added to it to provide
the operating system with information
pertaining to the opening and closing of
DNSIX sessions. Also, a special trusted
mechanism was set up for passing DNSIX
specific information between the board-
side code and the kernel which could not
be integrated into the socket mechanism.
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The following events are communicated
between the host and the board:

* A TCP open request has been made.
* A TCP close request has been made.

¢ The information obtained from the
DNSIX handshake.

* Access exception messages.

* Acceptance / denial of session
requests.

¢ Abort messages.

Socket Handling

The process of opening and closing a
connection is handled by the socket
mechanism. When an application opens a
socket, the socket code calls a new routine
in the kernel to retrieve all the relevant
security information. This information is
stored by the kernel in the process table.
When the application calls the connect
socket call, the socket code passes the
security information to the board. The
software on the board now begins the
DNSIX handshake. If the remote
workstation approves the session, the
socket code is informed to allow the TCP
connection to be initiated. If the session
was denied, the TCP connection is refused.
On successful connections, the DNSIX
session closes when the associated socket
is closed.

The other DNSIX events listed above also
need to be passed between operating
system and the board, but, unlike the
events above, there are no corresponding
socket calls for these DNSIX events (e.g. -
open socket call corresponds to an open
DNSIX message).

To provide the communications path
between the kernel and the DNSIX code, a
trusted application was created to act on
behalf of the kernel. This trusted
application is called the Host Interface to
DNSIX (HID). The HID communicates




with the DNSIX code residing on the board
by using a special trusted loopback mode
provided by CMC within the TCP/IP
software. The HID communicates with the
kernel by using two new system calls
(described later).

Upon startup, the HID opens two trusted
connections to the board. One is for
general DNSIX messages. The other is for
Access Exception messages only. The
board-side code will not go into
operational mode until these connections
have been established.

This provided a way for the HID to
communicate with the board, but a
mechanism was still needed to
communicate with the operating system.

We added two new system calls to the
kernel. One, called “dné_read”, provides
the HID with a means to receive messages
from the operating system. The second,
called “dné_write”, provides a way of
sending messages to the operating system.
This provides a full path between the
operating system and the board. Messages
from the board are first sent to the HID via
the TCP connection, and then sent to the
operating system by means of the
“dné_write” system call. Messages from
the operating system are sent to the HID
via the “dn6é_read” system call and then
are routed to the board via the TCP
connection.

HID Processing

The HID is basically a message switch. It
receives messages from the board or the
operating system and determines where to
send them. Not all messages from the
board are sent to the operating system. In
particular, during the DNSIX handshake, a
“Session Request” message is sent to the
remote workstation. This is the message
which contains all of the relevant security
information about the initiator of the
session. The DNSIX software on the board
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sends this message to the HID. The HID
does not send this message to the kernel.
Instead, it sends the message to a separate
program called the Session Request
Control Module (SRCM). The SRCM
receives the message and uses its contents
to determine whether to approve or deny
the session. In any case, the SRCM sends its
reply to the HID, which switches the
message to the board. A discussion of the
various other functions of the HID are
beyond the scope of this document.

DNSIX Data Flow

Access Exceptions

Access exception messages are generated
by the operating system itself. A CMW
generates an internal access exception any
time a user or process attempts to access an
object to which it is not authorized. These
exceptions are usually not malicious. For
example, the files in a directory ona CMW
are not necessarily at the same sensitivity
levels. A user only sees those files which he
has access to, and will not see that any



other files exist. This is called directory
virtualization, and is a common CMW
feature. When the user looks at a listing of
a directory, the software (the 'Is’
command) attempts to access all of the files
in the directory. However, since the
command runs at the same security level
as the user, and the user's security level is
not equal to, or higher than all of the files,
an access exception occurs. This is a
normal occurrence and in most cases the
user is not even aware of the fact that it
happened.

The DNSIX protocol provides a means of
reporting access exceptions from the
operating system to the board-side DNSIX
software. It also specifies that any DNSIX
access exception will cause the DNSIX
session to be aborted. The specification
does not, however, specify which host
events should cause a DNSIX access
exception to be sent. We decided to make
this feature extremely flexible.

The kernel checks for access exceptions
within each system call routine. These
routines are used by programs to perform
specific system functions. Many of these
routines attempt to access an object on
behalf of a user program. If the program is
not authorized to access that object, an
access exception is flagged.

Since the CMW doesn't abort a local users’
session In the above scenario, we didn't
feel that this should cause a DNSIX access
exception. However, we decided to allow
access exception processing to be
configurable on a per-system call basis.
Each system call has a flag associated with
it which is used to determine if an
operating system access exception should
cause a DNSIX access exception. The
default configuration has them all turned
off. Any combination of system calls can be
used, for instance, any access exception
caused by opening a file could cause the
DNSIX session to be aborted.

The other means of supporting the access
exception mechanism is through another
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new system call, called “dn6_except”. This
was provided because of the uncertainty
about what type of events would cause an
access exception. With this system call, a
trusted application can cause an access
exception based on application specific
security checks.

Access exception messages from the
operating system are sent to the board via
the HID as described above but with one
difference. The TCP connection used to
send access exception messages to the
board is a separate dedicated connection
so urgent security relevant messages will
have processing priority.

Kernel Additions

The DNSIX interface code consisted
mainly of additions and not many kernel
modifications. The major structure added
to the kernel was a table called the DNSIX
Session Table. Its function is to keep
DNSIX information about processes
engaged in some stage of a DNSIX session.

The table is needed to create the link
between the DNSIX Session Identifiers,
which DNSIX uses to identify sessions,
and the socket which the kernel uses to
identify sessions. The table contains:

e Process Identifier
e Session Identifier
* Socket

* Device Number

* Session State

¢ Other Information

A table entry is:

* Created when a process calls the
“socket” system call.

® Deleted when a DNSIX session is
closed or aborted.

® Duplicated when a process calls the
“fork” system call.




A DNSIX session can be in any of the
following states:

e Idle: No session

¢ Initl: Socket created, no connection

yet.
¢ Init2: Session request sent, no reply.

e Active: Session is active.

e Active_NonDNé: Session is active
with a non-DNSIX host.

* Except: An access exception message
has been sent.

e Other states are beyond the scope of
this document.

All empty table entries have their state set
to Idle. When a process calls the “socket”
system call, the corresponding session
state entry in the table changes from Idle to
Init1l. Within the “socket” system call, the
DNSIX software retrieves the security
information from the process table and
sends this information to the board. At that
point the session state changes to Init2.
Once a reply is received from the remote
system indicating that the DNSIX session
was approved, the session state changes to
active. The state remains active until either
the session is closed or the session is
aborted. When either of these events occur
the session state returns to Idle.

DNSIX provides connectivity to non-
DNSIX hosts as long as this is supported
by the local security policy. If a connection
is made to a non-DNSIX host, the session
state gets set to Active_NonDNé rather
than Active.

If an access exception occurs while a
session is active, the state is set to Except.
This can only happen when the session is
currently in the active state. When set, the
state of the session is both Active and
Except. This state is necessary in order to
keep the process from continuing its
activities while the connection is being
aborted.

The only other kernel changes necessary
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were minor modifications to some system
calls. In particular, in the fork system call,
we added a DNSIX call which would
duplicate the DNSIX session table entry of
the parent process for the new child
process. Unix performs this same
procedure for files, since child processes
inherit the resources of their parent
processes.

In the kernel's exit and close routines,
which are called when either a process is
terminated or the connection is closed, we
added a DNSIX call which would delete
the process entry from the DNSIX session
table. This keeps the table up-to-date when
a process is terminated before closing its
connection and when the connection is
closed in the normal way.

The kernel's reference monitor is the
routine which determines if there have
been any access exception violations. We
added a routine which determines if the
exception was caused by a DNSIX session,
and if so, if the DNSIX exception flag was
set. If the flag was set, then the exception is
reported to DNSIX which will abort the
session.

IR&D's are real work!

The key to the success of the project
resulted from creating a new design
paradigm for the IR&D. Whereas most
IR&D's are typically known for their lack
of documentation and design, we decided
to treat this one as a “real” program. This
concept basically tailored the formal
documentation used by Harris on “real”
projects. Some of the documents not
created for this project include:

* Software development plan

* Software quality assurance plan

* Software configuration management
plan

* Software requirements specification
* Software test reports



We modified the standard software
engineering methodology to meet the
needs of the project. Our modified
methodology consisted of:

I, Preliminary Design

2. Design Review

3. Prototype software

4. Detailed Design

5. Design Review
6. Implementation
8 Test

The reason for following this methodology
was two-fold. First, we wanted to add
some structure to the typical ad-hoc IR&D
design process. Secondly, we wanted to
use this program as a training ground for
“real” program documentation. This was
especially important for us because of the
recent new hire assigned to this project.

The protocol software, which runs on an
intelligent ethernet board, was being
developed in parallel by CMC, a third-
party vendor. Because our design was
totally dependant on the interface to this
software, we needed to keep in close
contact with CMC so we could modify our
design based on their changes.

By providing a Preliminary Design
Document to the vendor, we were able to
solve some major incompatibilities before
any code was ever written. This worked
both ways. Our design brought out many
discrepancies in the vendor’s software as
well. The communication between the two
engineering teams including documents,
phone correspondence and electronic mail
was a major benefit to the project.

We found that the decision to build a
prototype before the detailed design was
appropriate. Since the design seemed to be
constantly changing we decided to freeze
the design and prototype what we had.
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Since we didn't have the hardware or
protocol software yet, we designed a
screen oriented test program which could
simulate the DNSIX messages passed back
and forth between the host and the board.
The test program would also receive the
messages created by our prototype
software destined for the board. The
prototype software used extensive logging
of debug messages and the test program
would display these messages without
having to exit the tester.

The outcome of the prototype was very
significant. Many details were overlooked
because they were based on assumptions
about how Unix worked or because by
actually doing the coding we had to think
at a much more detailed level.

The prototype software ended up
producing approximately 90% of the host-
side software necessary and stabilized the
design for both CMC's interface and
board-side software and our host-side
interface software. Because of the success
of the prototype stage, we were able to
create a Detailed Design Document based
on the Preliminary design with
modifications from the lessons learned

during prototyping.

The implementation phase began when we
invited the CMC engineer to Harris. We
made plans for him to stay for 2 weeks, on
the assumption that there would be many
problems integrating the two pieces of
software.

The first day was spent setting up
equipment and installing software. The
second day surprised us all. After loading
the CMC code on the ethernet boards of
two machines containing our new
software, we attempted to open a DNSIX
connection. It worked! For the first time,
DNSIX 2.0 had been integrated into a
CMW and a secure networking connection
was established.

Of course everything didn't work
perfectly. The rest of the two week visit




was spent trying different tests, debugging
problems and making design changes on
the fly. By the time the CMC engineer left,
we had a very high level of operational
integrity and were confident that our
design was a good one.

We decided up front that we were not
going to do a formal test plan. This was
because the goal of the IR&D was to get as
much experience as possible and to get as
far along in the integration phase as time
permitted. The testing was done on a per-
feature basis, determining the correctness
as features were added. These features
were retested at the conclusion of the
program. The goal of the IR&D was to
make the final system have as much
functionality as possible in order to make a
convincing demonstration to potential
customers. We feel the extra time spent on
adding more functionality at the expense
of additional testing was well worth it.

We feel the project went smoothly because
of the following factors:

* Upfront design, but not overly
detailed.

* Prototyping the design early in the
project.

e Constant communication with the
people that count (direct contact
between the CMC and Harris
engineers).

* Testing distinct modules separately
and thoroughly before integration.

* Integration of modules completed
with representatives from each team
to facilitate quick turnaround time on
code changes and quick answers on
integration issues.

Win-Win Partnership

The partnership between Harris and CMC
was a win-win situation. CMC, developing
the DNSIX protocol software, was very
limited in their testing because DNSIX was
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designed to be integrated into a secure
workstation. DNSIX is tightly coupled to
the operating system in order to extract the
user's security labels and be aware of
access violations. Because CMC lacked a
secure workstation they wrote command
line test programs which would simulate
the actions of the secure operating system.
This way of testing is awkward at best and
makes many assumptions as to how the
operating system may perform its tasks.

Harris, seeing the potential success of the
CMW, determined that the obvious next
step to secure computing was the addition
of secure networking. This would provide
a trusted communications mechanism
between a network of secure workstations.
The DNSIX IR&D was important to Harris
in that it provided us with the necessary
knowledge and experience to present
leading-edge solutions to our customers
security problems.

Teaming with Harris on the integration of
the two technologies provided CMC with
the opportunity to exercise their
technology in an operational environment.
This reduced their engineering time and
decreased the risk of software errors.

Leveraging DNSIX Technology

By being the first to integrate the DNSIX
protocol with a CMW, Harris has proven
its commitment to provide leading-edge
security technologies to its customers. The
engineers in our Computer Security Group
(Harris-ISD) used this activity to develop
network security expertise for ongoing
programs that will eventually require
DNSIX-like capabilities.

We currently have a DNSIX/CMW
demonstration capability in our Computer
Security lab and have received an
enthusiastic response from customers who
have seen its capabilities. The ability to
demonstrate a genuine working system
produces much more excitement about a



technology than white papers or visual
presentations.

The knowledge gained from our DNSIX
efforts will be directly applicable to the
integration of other security protocols into
customer environments. In particular, the
SDNS SP3 and SP4 security protocols,
which provide security for levels 3 and 4
respectively of the OSI Reference Model
[5], are of interest to our customer
communities. We have also observed a
need for security at the application level
such as secure electronic mail and secure
multimedia. These are applications which
usually contain correspondence between
two or more individuals and are most
likely to contain sensitive material.

The DNSIX IR&D has given Harris many
benefits and no drawbacks. We feel this is
because the project focused on developing
a demonstratable system rather than a pile
of  documentation describing the
technology. Our tailored design
methodology and early prototyping
played a major role in the success of the
project. By being able to show our
customers a technology at work, they no
longer wonder if the technology is
possible. Instead, the customer begins to
point out the potential the technology
could have in their environment and the
various uses they have in mind for it.
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NEW DIMENSIONS IN DATA SECURITY

The innovative DES-chip called SuperCrypt allows for development of secure
computer systems without the current limitations inherent in most chips currently

available.
Karl Heinz Mundt
CE Infosys
512-A Herndon Parkway
Herndon, VA 22070
703-435-3800
Despite ever increasing imporiance,
achieving reasonable data security in the Data Encryption Standard
fields of computer based information
processing and telecommunications, has Probably the best known and the first
proven to be implemented only with the standardized encryption method is the
greatest of efforts. One reason is the Data Encryption Standard (DES), which
rapid developments in information was standardized and published in 1977
systems, such as networks, which are by the U.S. National Bureau of
increasingly dependent on growing Standards. DES is a symmetrical block
interoperability. Also, the availability of cipher algorithm characterized by the
distributed computing power is steadily same key being used for en- and
increasing. The incredible growth of decryption of a message. The coding
data being archived on mass storage operation processes plain-text blocks of
devices, distributed in LANs, and a fixed length; in this case 64 bit. The
telecommunicated over the public data encryption standard essentially
telephone network has created a rising consists of 16 iterations of permutations
percentage of security sensitive data. and substitutions being applied to the
Needless to say, it is in the best interest plain text for the encoding, or in reverse
of the system users to protect this data order to the ciphered text for the
from unauthorized tampering. decoding operation. After an initial
permutation (IP) the input data is
Providing absolute secure physical sequentially routed through 16 blocks of
access control of sensitive data, XOR and specific DES substitutions,
especially in multi-user environments or dependent on the bit pattern, with data
freely accessible channels such as the from a function table. Finally a reversed
telephone network is practically input permutation IP-! is performed.

impossible. Providing a logical access
control using data encryption has proven
to be far more effective. The science of
cryptography provides one of the most
effective solutions.
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64-Bit Output
ENCRYPTION

64-Bit Output
DECRYPTION

Picture 1: Structure of DES Algorithm

The most important initial parameter of
DES is a key code of 56-bits length,
from which 16 partial keys are
generated. Generating these 48-bit keys
is part of the DES-algorithm and is
achieved by permutation and a 16-level
shift-function. The difference between
encrypting information and decrypting is
the way in which keys are generated. To
decrypt the keys are presented in
inverted order. The number of possible
encryption results is limited only by the
length of the 56-bit key used and is
consequently 256 (about 7%1016),

Different DES-Modes

Various modes of operation are
standardized for DES to drastically
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decrease the chance of attacking the
encrypted data by statistical methods.
Long message streams; however, need
additional protection by transforming
identical plain text into non-identical
encrypted counterparts. Some of these
schemes are known as Cipher-Block-
Chaining (CBC), Output-Feedback-
Mode (OFB) and Cipher-Feedback-
Mode (CFB). DES not only protects
encrypted data against unauthorized
access, it also reveals any manipulation
to the encrypted data, i.e. due to
transmission errors. This application of
DES has been standardized in 1986 as
Message- Authentication-Code (MAC) at
ANSI. The application of MAC is a
valuable feature for example in the area
of electronic banking.

Problems Inherent in
s nolving Ciotier-Metiod

A number of products using the above
mentioned cipher-methods are already
certified by American institutes and are
predominantly used in banking
applications. A major drawback of
secure cipher-methods is that they
usually have a negative influence on the
computing speed of the systems in
which they are used. The known
software and hardware implementations
of DES have not been able to keep up
with the requirements of current systems
in respect to their encrypting and
decrypting speed. This is especially true
for software implementations of DES
because of the problems inherent in
programming bit-permutations, and
results in time-consuming 64-bit
encryption operations (which even on
modern microprocessors need several
milliseconds). Previous hardware
implementations achieve maximum




encryption speeds of 40 Megabits per
second.

The SuperCrypt Chip

SuperCrypt CE99C003, a highly

integrated ASIC developed by CE

Infosys, has a number of advantages:

e high encryption speed (160 Megabit
per seconds at 33 MHz chip clock),

e loadable algorithms, and

e Dbuilt in key management functions.

A-Port Control Port
Input Butter Control Register
Cipher Kerna! \L T
Process Control
Unit

& 0

I

QOuput Buffer
Key Key ¢
Selector Storage
A4
Control and
Status Lines
Picture 2: Block Scheme of CE99C003
SuperCrypt Architecture

SuperCrypt architecture realizes a
physical division of security relevant
functions such as the loading of keys and
algorithms and the use of the data paths.
For this purpose, SuperCrypt uses a data
port A and a control port C. The 8-Bit
control-port C is used when
downloading the S-box contents or the
keys, and when the access rights for data
port A are defined. The 32-bit wide A-
port, which also supports 8- and 16-bit
accesses and automatically performs a
bus-conversion, is used for fast data
transfer. Internal registers are used for
initializing SuperCrypt and can be
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accessed both from the A-port and the
C-port directly using address lines, and
indirectly using pointer-registers.

Data port, B, is used for transferring 8-,
16- and 32-bit data and allows for direct-
buffer applications. In direct-buffer
mode, data is fed into SuperCrypt A-port
and read out to the B-port after en-or
decryption directly into a buffer (RAM).
Data can also be read from a buffer into
the B-port and then made available at
the A-port. This ensures optimal data-
throughput even if slow bus-systems are
used.

Special Features

SuperCrypt supports the DES-algorithm

and all operating modes discussed above

with maximum data-throughput because

of an internal feedback-path. Even more

complex variations of DES are

supported by:

o increasing the effective key length
to 112 bit

e or by changing the contents of the
S-boxes.

SuperCrypt offers loadable
substitution boxes (S-boxes). The most
significant cryptographic component of
DES is the S-boxes contents. The
methodology of the S-box construction
can have far reaching implications for
the security of the algorithm. The major
nonlinear component of DES is the
function f of the S-boxes. This
nonlinearity gives DES its significant
cryptographic strength. The function f
takes as input 32 bits of partially
enciphered data and 48 bits of key and
produces 32 bits of partially enciphered
data as output. SuperCrypt’s loadable S-
boxes provide the opportunity to create
proprietary algorithms or load newer
algorithms of greater strength.



The following features are unique to

SuperCrypt. [ aror ]
e the internal key-storage of up to } t
16 keys
e and the Master-Session-Key T
concept,

both of which greatly simplifies the Cpher Kol

handling of external keys. This is a e

potential point of attack in other systems

not supporting this feature. The Master- o

Session-Key concept allows the often

necessary public transport of encrypted

keys, called Session Keys, which are

decrypted internally and consequently

stored with a Master-Session-key only Eonirotard

when loaded into SuperCrypt. The [ ] S nes

Master-Session-Key feature is an Picture 3. Standard key load procedure

optional method to load keys into the

key storage. Normally the keys are

stored in its original pattern in the key

storage. This optional feature encrypts KEY

or decrypts the key pattern you load and @ i

then stores it. This means that while

loading a new key, a "session" key can . - ]

be generated by encrypting it with a

"master” key. The new "session" key is L Oomirsl Fegunat

then stored in the key storage. This [ cipher

guarantees protection against tampering §-Box )

since the "session" key is computed only N

inside the chip. This feature allows 1 T

distributing keys in a non secure area. Ouput BUN; ]

Key Key
o (‘r”‘” I

S

Picture 4. Generating a session key with a
specified master key

Another mode is the Key-Stream-
Generator mode (KSG), a variation of
the OFB-mode. Instead of using the
cipher text of the previous block, an
incrementing 64-bit counter generates




the initial vector of the cipher-function.
This mode makes the realization of a
pseudo-random generator possible and
additionally allows random access to
plain-text data within encrypted
messages generated by this stream-
oriented mode.

VAR ¥ Vel P2 Ve(n-1) P
K—3A DES K—X DeEs || eee K DES
MDD D
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Picture 5: KSG Mode

A Triple-Cipher option is available
with all operating modes. Plain-text
data is DES-encrypted three times by
first encrypting, then decrypting and
encrypting once again with different
keys each time. The triple encryption is
automatically performed internally and
greatly enhances the cryptographic
strength of DES.

The encryption speed is linearly
dependent on the speed of SuperCrypt.
Encrypting a 64-bit block, excepting the
Triple-Cipher option, takes 12 cycles.
At the frequency rate of 33 MHz, this is
equivalent to 360 ns or 160 MBit/s.

Specific Advantages

The advantages of an internal key

storage are:

o a high degree of protection against
attacks

o and the exceptionally high speed
with which keys are changed.

After loading the keys they are no longer

accessible from outside the chip. Using

the integrated key-cipher to realize a
Master-Session-Key concept makes it
possible to perform ciphering with keys
only decrypted after loading into
SuperCrypt. This provides a protection
feature against cryptographic attacks.
Apart from selecting the required cipher
mode only the key to be used for cipher
must be addressed upon initializing.
Different write attributes can be attached
to each key, which can govern the usage
of the key on data or the use for en- or
decryption with a particular key. CMOS
technology manufacturing makes
buffering the key-storage or the S-Boxes
possible.

To allow easy integration into Bus- or
micro controller-systems, SuperCrypt
supports Interrupt- and DMA-functions.
Two DMA-channels are available. Two
data-request signals make it possible to
signal the readiness to accept or send
data to a DMA-controller.

Adjustment and control of the operating
modes is handled by programmable
internal registers. To minimize the
hardware address space, some of the
register sets are indirect, that is, they can
be accessed using a pointer-register.
Access on the remaining registers is
handled by setting an address pointer. A
pointer that automatically increments
after each register access, further
simplifies initializing the register set. A
programmer can load data for the
indirectly addressable registers in one
burst from a table. The C-port register
set is used to control the security
relevant functions such as loading keys
and S-box contents, and therefore can
only be accessed from the C-port. It
also uses directly and indirectly
addressable registers.



Initializing SuperCrypt mainly depends
on the operating mode and the
application requirements -- it may only
require a few programming statements.
If SuperCrypt is used in a battery-
buffered application, initializing the key-
storage and loading the S-boxes needs to
be performed only once. A key may be
loaded into any position of the key
memory addressable by itself. Any key
may be overwritten purposely later.
Each key can be given three attributes
upon loading and are stored with the
key. These attributes can prevent a key
from being used for a specific de- or
encryption operation and protect a key
from being overwritten. When loading a
key, the Master-Session-Key function
can be utilized. A key loaded encrypted
is decrypted with a Master-Key stored at
any address during the download, and is
then stored as a Session-key. The key
memory cannot be read. The individual
keys are made accessible after
downloading by initializing the Key-
Enable register KYE.

The S-boxes contain 512 Byte and are
loaded in one burst using the C-port data
path register. Immediately after loading
the S-box, memory may be verified.
Further attempts to read are prevented
by the chip logic and are only possible
after a completely new download. If
DES encryption is desired, the
substitution data must conform to the
standard. Nevertheless, a customer may
load proprietary S-Box functions.

ol laation & l

The widespread use of information
processing systems makes a number of
encryption applications possible where
data security is required.
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For the first time available anywhere,
SuperCrypt provides a hardware
platform usable in real-time encryption
without compromising the performance
of the host-system.

To ease the design of new developments
containing SuperCrypt, a design kit is
available from CE Infosys. A fully
functional 16-bit AT-adapter with
numerous test-points that support all
operating modes, detailed schematics,
PAL-equations, and demonstration
software in source and object code is
included.

New Di :
in
PC Data Security

The overwhelming success of personal
computers over mini and mainframe
computers in the last decade can be
primarily contributed to the strategy of
providing an "open system" philosophy
for both the hard and software. Based
on the SuperCrypt chip CE Infosys
provides hard and software platforms
with an "open architecture"” for
developing applications which require
security functions,

Software developers at the OEM, VAD,
VAR, or End users level can create new
or modify existing applications to fit
virtually any security requirement
without having to worry about timely
and costly hardware and operating
system software development. Complex
security concepts and individual
customization for the application
environment can be implemented in just
a fraction of the normal development
time.




CE Infosys” application examples
includes numerous "off the shelf"
functions ranging from basic en- and
decryption to complete PC security
functions including access, resource
control and en- and decryption of files
and/or any mass storage device or
backup device.

Finotionali

Three basic hardware platforms are
currently available all of which use the
SuperCrypt encryption chip for the
cryptographic functions.

The security controllers (SC8810,
SC8820) are available for AT-Bus (ISA-
Bus), Micro Channel Bus or PCMCIA
Bus for laptops. A special version for
ISA-Bus with an integrated chip card
reader is also available for laptops.

Super
Crypt

Interface

Target
System

Picture 6: Security Platform Architecture

The security SCSI controllers (SC5430,
SC5440) are available for AT-Bus (ISA-
Bus) and Micro Channel Bus and
combine the functionality of the basic
security computer with full SCSI device
and operating system support.

Controller Clock l_"
RN

s pplication E le 1 - MiniC
An encryption adapter using
SuperCrypt

The cryptographic adapter, MiniCrypt, is
available for AT-Bus (ISA-Bus) and
Micro Channel Bus. Itis designed to
provide fast "file-by-file" encryption.
MiniCrypt provides an extremely
powerful platform by supporting most of
SuperCrypt's functions independent of
the operating system used. Most
importantly, it supports SuperCrypt's
high encryption speed capability. The
half-length ISA and MCA adapters are a
cost effective solution when existing
software applications need to be speeded
up by factors of 10-50 percent. Another
option, the 64KB buffer, together with
direct buffer mode operations, can
double the encryption throughput. The
product, "off the shelf”, includes the
adapter as well as DOS utilities for file
encryption or decryption using DES.
The sample application software is
designed to meet a wide end user
community and therefore, the loadable
S-boxes invoke the Data Encryption
Standard (DES). The API available for
MiniCrypt allows one to create
customized software that incorporate the
enhanced features of triple DES or
double length keys. For the end user
desiring a proprietary algorithm, non-
DES S-box contents and double length
keys can be integrated to provide for
very interesting cryptographic
algorithmic strength. Encryption speed
is limited only by the PC's internal bus
system (2-2.5 MByte/s on an § MHz
PC). MiniCrypt’s speed and its exciting
cryptological functions open up whole
new applications that take advantage of
encryption, where previous software
solutions either were too slow or used



weak algorithms to provide the
necessary speed.

o le 2 - SC8810
\ Y S
idi i e
J audit trail functionalit

Whereas MiniCrypt provides for file-by-
file encryption, the SC88XX provides
for a total PC security solution. The
SC88XX hardware platform is available
for:

o AT-Bus (ISA-Bus)

e Micro Channel Bus

e PCMCIA Bus for laptops
®

A special version for ISA-Bus with
an integrated Chip card reader is also
available for laptops.
This high-end security platform provides
"off the shelf” functions including:
e access control with optional chip
card or smart card support,
e System resource control (floppy,
hard disk, interfaces),
Boot stop,
"On-the-fly" permanent encryption
of mass storage,
e User dependent encryption of floppy
disk drives, or
e Selective user dependent file
encryption.
As with MiniCrypt, one of the most
important features that SC8810
introduces is "transparent” encryption
for the end user. Security controllers
that detrimentally effect personal
computer performance are usually met
with disdain from end users and are
attempted to be circumvented. These
applications designed with SuperCrypt
avoid this serious end user concern. The
Master-Session-Key management logic
provides a standardized method of
distributing keys, supporting security
adapters in a corporate environment.

Previous version of SC8810 that used

other than SuperCrypt encryption chips,

required a metal cover to prevent

tampering. SuperCrypt's Master-Session

Key concept and internal storage of 16
keys make this not necessary.
Sophisticated user profiles governing

access to programs and system resources

are supported, as are time profiles for
regulating system access. Designed to
meet a wide end user community, the
loadable S-boxes invoke the Data
Encryption Standard (DES). As in
MiniCrypt, SC8810 can be customized
to take advantage of triple DES or

double length keys. Once again, for the

end user desiring a proprietary

algorithm, non-DES S-box contents and

double length keys provide for very
interesting cryptographic algorithmic

strength. Both DOS and OS/2 operating

systems are supported.

s polication E le 3 - SC5430

A SCSI controller using SuperCrypt
idi ot of

SCSI devices,

The Security SCSI Controller Platforms
are available for AT-Bus (ISA-Bus) and

Micro Channel Bus. They combine the
security features of encryption and

access control with the functionality of a
high-end caching SCSI controller having

full SCSI device and operating system
support. Currently supported under
DOS are:

Hard disks

Removal disks

Magneto-optical disks

Tape

DAT

CD-ROM

and WORM devices

Novell and OS/2 drivers are under
development. Each device, SCSI ID
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dependent, can be permanently
encrypted "on-the-fly" thus providing
secure storage of sensitive data or
programs. The processing speed of the
SC5430 is equivalent to other
commercially available SCSI controllers
without encryption. Up to seven
different peripherals can be attached,
operated and encrypted/decrypted with
different keys simultaneously at speeds
fully transparent to the user. Secure tape
backups on a network or "securing” data
or programs on removable media are just
two of the most common application
areas.

Access control is done on a SCSIID
basis, utilizing chipcards. Each chip
card maintains a table of:
e SCSIIDs
e whether the SCSI ID is encrypted or
non-encrypted
e Keys associated with each SCSI ID
Removable media support (Iomega
Bernoulli boxes, Syquest drives,
Magneto-optical drives, tape drives, etc.)
is handled with great sophistication.
Multiple keys can be used at one SCSI
ID. Each data cartridge, (tape, MO, etc.)
can have a key assigned uniquely to it.
The Master Session Key concept allows
keys to be encrypted on the chip cards.

In networks a combination of security
SCSI controllers for the server(s),
SC881Xs for the workstations, and
MiniCrypts for those workstations
requiring only cryptographic functions
but not access control can provide the
solution for a "secure” network
environment.

\PL Availabilit

A fully documented API (Application
Programming Interface) as well as the
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development tool kits (C-Libraries, C-
Source, BIOS-Routines, etc.) are
available to provide numerous security
functions.

API Security Functions:
¢ Access Control
Boot Stop
Chipcard Services
Resource Control
Cipher Engine (DES and other
Algorithms)
Cryptographic Tool Kit (one-way,
hash, signature, etc.)
Secure Key Storage
Key Management
Audit Trail (Logbook)
Independent Time and Date

The API can be enhanced further to
provide for future requirements or new
algorithms. Software Development Kits
(SDK35), for the application programmer
and Product Development Kits (PDKs)
which include the actual hardware
design and manufacturing
documentation are available.

Fut A pplicati
SuperCrypt’s flexibility combined with
CE Infosys” Security Platform Hard- and
Software open up whole new
applications that can take advantage of
encryption for security.

e At SuperCrypt’s speed makes
possible encryption in "real time" of
digital TV, one of the fundamental
requirements for easy
implementation of "Pay TV".

e Computers of the future can easilly
have their disk, LAN adapters,
HOST adapters or SCSI controllers
equipped with SuperCrypt to cipher
data "on-the-fly" as it streams
through the controller. Backup
tapes, disks, MOs and even CD-



ROM can store data in encrypted
form and if grouped in blocks, each
block can be ciphered with a
different key.

PC motherboards, Minicomputer and
mainframe processor boards

FDDI fiber optic networks for data
communications and
telecommunications

Customers purchasing data on disk
or CD-ROM would purchase those
keys required to unlock the blocks of
data actually purchased. This
concept may very well revolutionize
the methodology of software
distribution or updating.




A Note on Compartmented Mode:
To B2 or not B2?
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Abstract

This paper calls into question current government computer security policy. That
policy, as seen in DCID 1/16 and DoDD 5200.28, permits a B1 automated information
system to be used in compartmented mode. In compartmented mode some users of a
system are not formally approved for access to all of the information in it —
even though all users have a uniformly high national security clearance — so as to
minimize the damage caused by espionage. This note compares the reasons why
compartmentation is used in the intelligence community with the ability of C2, Bl,
and B2 systems to resist various kinds of threats. That comparison convincingly
demonstrates that at least a B2 system must be used in compartmented mode unless
most of the benefits of having compartmentation are not to be sacrificed when an
automated information system is used to handle and process compartmented information

Keywords

compartmented mode, DCID 1/16, trusted systems, need-to-know, threats,
vulnerabilities, risks

Introduction

A system is running in compartmented mode if all users have national clearances at least to
the level of all information in the system, the system has information from one or more
compartments (that term is defined more sharply for our purposes later), and at least one user has
not been approved for access to all compartments on the system. For the purposes of this note we
are assuming everyone has at least a SCI (Sensitive Compartmented Information) clearance in accord
with DCID (Director of Central Intelligence Directive) 1/14 [2]. It would appear that a system
evaluated to at least the Bl level is necessary to support compartmented mode operation!, since Bl

1Strictly speaking, B1 is not logically ‘‘necessary.” In a C2 system compartmentation in a benign cnvironment can be (and
is, albeit at risk) enforced analogously to the way it is in a strictly paper world. Users bear the responsibility of ensuring
that each electronic document is marked with or in some fashion associated with its set of compartments. When an access list is
created for a document (or some other form of access control that meets C2 requirements is employed) the user who scts or changes
the access list has the responsibility to ensure that only people who are authorized access to all of the compartments in a
document are placed on its access list or otherwise granted access to it (e.g., by giving only them a password for the document on
systems that employ such means of access control) The primary difficulties with this scheme (apart from its penectrability) are
that a person has to keep track of the access approvals of, in principle, all other users and that it makes it difficult to use
group accesses (if, say, all users in office A do not have approval for compartment B, I can’t put ““office-A’’ on a group access
list for document marked with compartment B). Level Bl is the first level that can keep track of user access approvals and the
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is the first level that supports the security markings needed to enforce compartmentation. DCID
1/16 [1] says that B1 is sufficient, mentions B2, but gives little guidance on when B2 might be
necessary. DCID 1/16 is not alone in permitting Bl to be used in what amounts to compartmented
mode: the NCSC “‘yellow books’” [3], DoDD 5200.28 [5], and the DIS Industrial Security Manual
(ISM) [6] all also permit Bl to be used when not all users have formal access approval for all
information in the system, even though they all have a national clearance at least as high as the
most highly classified information in the system. Anderson’s paper [4] is one of the first
public attempts to correlate trust levels with risk environments; unfortunately it is ambiguous in
its treatment of compartmented mode:  although it has ‘‘SCI”’ as an element in its
clearance/classification matrix, it never uses the term ‘‘compartmented mode’’ and explicitly says
for threat/risk category 1 (for which Bl is applicable) ‘‘there is no threat or risk since all
users are cleared/approved for all material.”’ (emphasis added) Each of these references attempts
to define when a level of trust higher than B1 might be needed, but, especially in the case of the
ISM, are not consistent with each other. In any case, 3], [4] (‘‘with more than one category of
SCI present, raise the threat/risk category by 1°°), [5], and [6] condition the transition from Bl
to B2 or B3 by the number of compartments for which not all users have access approvals; why the
number of compartments is used rather than some notion of sensitivity of the actual compartments
involved has always eluded me? The remainder of this note is an attempt based on first principles
to analyze further which level should really be used.

What is a Compartment?

First, we need to make clear what is meant here by ‘‘formal compartmentation”’ or ¢‘formal
compartment’’, as that term is used in the intelligence community. For someone to have access to
a formal compartment at least four events must happen: the person must have a ‘‘favorable’’ DCID
1/14 background investigation (BI) , there must be at least an administrative decision that the

access is necessary and appropriate, the person must be given some kind of briefing on why the
compartment needs (special?) protection, and he must sign a non-disclosure agreement specific to
that compartment. The key point is that enforcement of compartment access is just as mandatory as
enforcement of the national classifications: a person who has been granted access to information
in a compartment does not have the right to bypass the administrative process and determme that
someone else should see that information who has not been given formal access approval®. We

compartment markings on a document and use that as a basis for granting or denying access. (In a Bl system 1 could put
“office-A’’ on the access list for the above B-compartment document and still be ostensibly assured that those in office A who
did not have B access approval could not have direct access fo it.)

2Roger Schell’s explanation that *‘in most cases that gives you the right answer” is not intellectually satisfying, although
I do understand how when one is thinking in the context of the common national control systems his reasoning makes some kind of
sense.

3Since it appears that almost everyone in the intelligence community has at least that, the issue of national clearance is
often ignored in discussions regarding compartments within the community. Also, since it is the case that thc ‘‘national
classification’’ of SCI information is in some sense a meaningless concept, the fact that SCI documents may bear different
national classifications can usually bc ignored in detcrmining whether a system is running in compartmented mode or not. Even
though adocument mightbe marked SECRET WHIZBANG, where WHIZBANG is an SCI compartment, neithera SECRET nor routinc TOP
SECRET clearance is enough to permit access: one must have an SCI clearance which in itself gives one a TS clearance; the marking
of SECRET says somcthing about the sensitivity of the document (although I'm not clear what) but says nothing about what level of
personal trust is needed to permit access to it since that is superseded by the (implied) SCI marking.

4We are here deliberately not addressing the fact that some, perhaps even a large number, of intelligence community officers

and employees are authorized to ‘‘declassify’’ compartmented information (decide that for some reason it no longer needs
protection) or to rclease it in whole or in part (usually in sanitized form) on a case-by-case-basis to people who do not have
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could fine-tune that definition by saying something about who can establish compartments and what
minimum kinds of administrative procedures (bookkeeping at least) must be involved, but this is
close enough. In any case, different organizations, departments, and offices have slightly
different procedures for creating compartments (as we define them here, whatever else they may
call them), for deciding exactly what a person granted access is to be told and agrees to, who has
to approve the creation of the compartment and what other administrative information and rules go
along with it.

The question of whether C2 or Bl is ‘‘good enough’’ to enforce compartmentation then hinges
on what the purpose of having compartments is and whether a C2 or Bl system sufficiently ensures
that that purpose will not be thwarted.

Why is Compartmentation Used?

(or, Why Create a New Compartment?)

‘““Need-to-Know”’

The first reason for having compartmentation is the ‘‘traditional’’ reason for
need-to-know: to reduce the number of people routinely exposed to a given body of information.
Three related purposes for this cautious approach come to mind:

Damage Limitation: to reduce the damage done by the bad guy who has slipped through the
personnel security net, either as a mole or as someone who has been turned or duped-.

Temptation: to reduce the chances that an ordinary cleared person (loyal, average, subject
to the vicissitudes of normal life) will be tempted to abuse (inadvertently release,
consciously try to sell or trade for gain, advantage, or to make a point) sensitive
information which he just happens to have access to — the more classified
information one sees, the greater the likelihood of running across something that
proves just too tempting.

Attractiveness: to reduce the attractiveness of any single individual as an intelligence
target — the less information a person has ready access to, the less worthwhile
it is to take the risk of attempting to turn or exploit that person.

Other Purposes of Compartmentation

The above three reasons seem the same for ordinary need-to-know (‘“Can I see it?”’ ““Yes, I
like the color of your eyes and you seem to know something about this problem, so, go ahead’’) and
compartmentation. (Remember that in most organizational security policies ‘‘ne<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>